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Emerging technologies 
As science expands our understanding of the world it can lead 
to the emergence of new technologies. These can bring huge 
benefits, but also challenges, as they change society’s relationship 
with the world. Scientists, developers and wider society must 
ensure that we maximise the benefits from new technologies while 
minimising these challenges. The Royal Society has established 
an Emerging Technologies Working Party to examine such 
developments and create perspectives.

Neural interfaces 
Neural interfaces, broadly defined, are devices that interact with 
the nervous system of an individual. More specifically, the term is 
frequently used to describe electronic devices that are placed on 
the outside or inside of the brain or other components of the central 
and peripheral nervous system, such as nerves and links between 
nerves and muscles, to record or stimulate activity – or both. 
Interfaces placed inside the brain or body are known as internal, 
invasive or implanted technologies, as opposed to external, non-
invasive or wearable devices.

The Royal Society expects that neural interface technologies will 
continue to raise profound ethical, political, social and commercial 
questions that should be addressed as soon as possible to create 
mechanisms to approve, regulate or control the technologies as they 
develop, as well as managing the impact they may have on society.

Supplement materials and references are available online at   
royalsociety.org/ihuman-perspective
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Why neural  
interfaces matter
MESSAGE FROM THE CO-CHAIRS

Our society documents its history in 
terms of technological milestones: the 
stone, bronze and iron ages; the industrial 
revolution that transformed how we use 
energy and work; and the digital era that 
has transformed how we communicate 
and connect. This briefing examines the 
potential for a new era, that of neural 
technology – and explores how to deal 
with the future risks and opportunities.

From the wheel to the algorithm, humans 
have innovated by using our brains to 
create new technologies. Now, we are 
turning that process inside out – using 
external technologies to transform our 
brains. It is very new and very different.

With artificial intelligence (AI) spreading 
fast, much of the technology world’s 
attention is still focused on the digital 
revolution, including the ‘Internet of 
Things’ that is linking physical assets to 
networks. But neural technology could 
bring about even more profound change 
– linking the cognitive power of the 
human brain to the processing power of 
machine learning and supercomputing.

As co-chairs, we come to this project as 
specialists in the relatively new discipline 
of medical engineering – working at the 
border between electrical engineering 
and medicine. We create cochlear 
implants for children who are born deaf, 
artificial pancreases for type 1 diabetics, 
wireless heart monitors and neural 
stimulators that reduce food cravings to 
combat obesity. We conduct leading-
edge research into implantable devices to 
restore hearing, sight and movement.

From this front line, we can see how 
the technologies we work with could 
mature and expand massively in the 
coming decades, often overtaking 
pharmaceuticals in efficacy. Indeed, in 
many cases, interfaces offer hope where 
drugs have failed, such as in cases of 
drug-resistant epilepsy or depression.

At the same time, we are acutely aware 
of the challenges, particularly when 
introducing external technologies into  
the brain; the body’s most complex and 
least understood organ.

From the wheel 

to the algorithm, 

humans have 

innovated by 

using our brains 

to create new 

technologies. 

Now, we are 

turning that 

process inside 

out – using 

external 

technologies 

to transform 

our brains.
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Today, we are at the start of that journey. 
Neural interfaces are like computers in 
the 1970s; innovation and investment will 
lead to smaller, more powerful and more 
usable devices.

In medicine, the big questions are around 
how to make life-changing technologies 
available to more people. Beyond 
medicine, the questions extend to the 
ways in which the whole of society may 
change. Interfaces offer benefits that are 
as unimaginable today as the smartphone 
was a few decades ago. Better health. 
Better memory. Better concentration. 
Healthier ageing. A more collaborative 
world. But they also pose new risks: the 
risk of thoughts or moods being accessed 
by companies, governments or others; 
risks to privacy and human rights; and 
the risk of widening social inequalities. 
Widespread use of neural interfaces may 
pose more fundamental issues for society. 
For example, do they change what it 
means to be human? Or are they just 
another example of an ever-expanding 
toolkit of capabilities?

The opportunities are unprecedented 
and immense – as are the challenges. 
We believe that policymakers, business 
leaders and citizens need to prepare for 
this new wave of neural technology by 

building structures and systems needed 
to realise the opportunities, manage 
the risks and address the fundamental 
questions. That is why we have produced 
this briefing, together with the more 
detailed papers and other communications 
that accompany it. The Royal Society also 
commissioned an independent programme 
of public dialogues across the UK on the 
topic that has illustrated that people are 
interested in the subject and keen to be 
involved in debating and shaping the 
policy response.  

This Perspective starts by looking at 
what the long-term destination of this 
journey could look like, in terms of both 
benefits and risks. It examines how neural 
interfaces are already being used today, 
with some case studies, before reviewing 
the current state of neuroscience, how 
the key technologies work and how they 
have developed. This Perspective then 
looks ahead to the next frontiers, before 
tackling issues of ethics and regulation. 
It concludes with some principles for 
managing future developments followed 
by specific calls to action.

Professor Chris Toumazou FRS FREng 
and Dr Tim Constandinou
Co-chairs, the Royal Society Steering  
Group on Neural Interface Technologies
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Neural interface technologies have the 
potential to bring major benefits to society. 
These include life-changing therapies for 
people with conditions such as stroke, 
epilepsy, paralysis or depression. They offer 
possibilities for enhanced concentration, 
decision-making and collaboration. They 
could also contribute to improvements 
in individual fitness and well-being, as 
well as enabling safer homes, roads and 
workplaces, for example by monitoring  
for fatigue. 

Many people worldwide already benefit 
from medical neural interface technologies. 
In many cases, their conditions have proved 
drug-resistant and ‘electroceuticals’ have 
achieved what pharmaceuticals could 
not. Cochlear implants that substitute 
damaged parts of the ear provide hearing 
for around 400,000 people. Thousands of 
people with conditions such as Parkinson’s 
disease, dystonia and essential tremor have 
been treated with deep brain stimulation1. 
External, wearable interfaces include a 
range of devices that assist people who 
have had a stroke in their rehabilitation. 
People otherwise unable to communicate 
have been able to spell out words using 
brain signals alone, providing them with an 
invaluable means of interaction.

Neural interface 

technologies 

have the 

potential to  

bring major 
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life-changing 

therapies 

for patients 
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such as stroke, 

epilepsy, 

paralysis or 

depression.

Neural interfaces connect the brain or nervous system to 
equipment, typically digital devices or IT systems. Some act to 
record physiological activity, such as brain signals or movements, 
while others stimulate it. Some technologies, known as ‘closed-
loop’ systems, record activity and deliver stimulation in response.

Left: 
Coloured X-ray of 
the head of a patient 
showing the electrodes 
(light lines) of a deep 
brain stimulator (DBS) 
implanted in the brain  
to treat the symptoms  
of Parkinson’s disease. 
© Zephyr / Science 
Photo Library.

Summary
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Beyond medicine, gamers are already 
using headsets to control on-screen 
characters, and interfaces are being offered 
online to students as concentration aids. 
There have been reports of companies 
using technology to monitor employees’ 
mood. A number of entrepreneurs and ‘Big 
Tech’ companies are investing at scale in 
applications such as control of a mouse or 
keyboard using brain signals alone. Such 
applications may be available in the short 
to medium term, while very basic thought-
transference has been demonstrated 
in laboratory conditions and could be 
achievable in some form within decades.

Both opportunities and challenges arise 
from the distinctive nature of neural 
interfaces in enabling brain signals, and 
ultimately thoughts, to be detected or 
stimulated by external devices. The 
technologies also raise ethical concerns 
over issues such as privacy, autonomy, 
human rights and equality of access. This 
perspective highlights two separate, but 
linked challenges. The first is to fulfil the 
potential of neural interfaces in medicine 
by advancing innovation, lowering 
cost and ensuring that safe, effective 
treatments can be approved efficiently 
and disseminated to millions who could 
benefit. The second is to manage the 
risks associated with wider societal use of 
neural interfaces in everyday life, as they 
emerge from specialised markets such as 
computer gaming and become available 
to consumers.

Opportunities 

and challenges 

arise from the 

distinctive 

nature of neural 

interfaces 

in enabling 

brain signals, 

and ultimately 

thoughts, to 

be detected or 

stimulated by 

external devices.

Right: 
Augmented reality 
glasses and other 
wearables may, in  
the future, be able  
to detect brain  
signals, allowing  
users to control 
computers and other 
electronic devices  
with their mind alone.  
© spooh.
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Call to action

Given these challenges, the Royal Society makes one central 
proposal, that the UK should use neural interfaces as a test 
case for an ambitious, democratised and anticipatory approach 
to promoting emerging technologies. This joined-up approach 
would seek to stimulate innovation in the field, while constructing 
responsible regulation around the technology as it develops. 

To achieve this aim, we recommend:
•	 �The UK develop a ‘Neural Interface 

Ecosystem’ to accelerate the 
development of the technologies in 
the UK and encourage multidisciplinary 
collaboration across industries.

•	 �An ‘early and often’ approach to 
addressing the ethical considerations  
of the field.

•	 �The UK trial new approaches to 
technology regulation on neural 
interface technologies. These could 
include the use of regulatory ‘sandboxes’ 
and new ways of gathering evidence 
about the efficacy of medical devices.

•	 �The general public be given a clear 
voice in shaping the future of neural 
interface regulation. Furthermore, the 
processes of consultation, regulation 
and policy choices be designed so 
that the public‘s voice has an impact 
on them. This should include a key role 
for public consultation in developing 
regulatory frameworks and public 
representation on relevant advisory 
boards.

All technologies create both benefits and 
risks and this report seeks to set out a 
course towards maximising the former 
while minimising the latter. However, the 
unavoidable point for opinion formers, 
decision takers, policymakers and the 
public is that they have the opportunity 
to shape the future of neural interface 
technologies. These technologies are 
being developed now. Investment 
is accelerating. The impacts will be 
profound – and if they are to be positive 
ones, society needs to be engaged 
early and often.
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Visions and 
challenges
What opportunities do neural interfaces 
create? And what risks do they pose?  
Here, we look at some of the possibilities. 
Many of these are unproven and uncertain. 
But all are conceivable as eventual 
outcomes of technologies that have been 
developed today, at least at a basic level. 

They are outlined here to stimulate thinking 
among scientists, policymakers, investors 
and others about potential objectives to 
pursue and dangers to avoid.

of neural interfaces
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“	�Innovation in every 
generation… solves 
problems, creates 
wealth and new 
employment, while 
at the same time 
potentially disrupting 
the status quo of 
existing wealth and 
employment, and 
creating new problems 
and challenges.”

	� Mark Walport, Government Chief 
Scientific Adviser, 2013 – 2017 2

Left: 
Some people with paraplegia have been 
helped to walk again by wireless spinal 
implants that apply targeted stimulation  
to their nerves. © Jamani Caillet / EPFL.
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What could be gained from  
neural interface technology?

V
IS

IO
N

S
The neural revolution could be part of 
driving advances in human well-being 
that exceed those brought about by the 
industrial and digital revolutions.

In the medical world, neural interfaces 
could be transformative. People with 
paralysis or missing limbs could use brain-
controlled prosthetics to bypass damaged 
limbs, spines or nerves. Surgery could 
become more effective, with precision 
robots used to perform increasingly 
complex tasks. Pain could be alleviated 
by electrical stimulation; sight and hearing 
restored or enabled for the first time by 
sophisticated implants.

Mental health conditions could be treated 
by using interfaces to target relevant 
parts of the brain, bringing relief to the 
hundreds of millions worldwide who 
have depression3. Even Alzheimer’s 
disease, which has proved resistant to 
conventional therapies, might be halted 
or reversed4.

In the broader sphere of health and 
fitness, people could undergo ‘whole 
brain diagnosis’ to identify their unique 
talents and challenges. Today’s ‘brain 
training’ computer games, whose 
impact is debated, might give way to 
demonstrably effective ‘brain cleaning’ 
or ‘mind gym’ sessions to keep minds 
sharp and creative. Monitoring of health 
indicators and neurostimulation could 
prompt people to exercise, possibly 
assisted by direct muscle stimulation.

Neural interfaces offer myriad possibilities 
to enhance everyday life. We could use 
our minds to open doors, turn on lights, 
play games, operate equipment or type 
on computers.

Then there are opportunities to enhance 
or supercharge the brain itself. Implants, 
helmets, headbands or other devices 
could help us remember more, learn 
faster, make better decisions more quickly 
and solve problems, free from biases. 
Training could be transformed by the ability 
simply to ‘download’ new skills. Neural 
devices that help students to concentrate, 
remember, learn and decide could raise 
educational achievement levels and widen 
opportunity. If the technologies were 
affordable and available to all, then such 
technologies could support several of the 
UN Sustainable Development Goals.
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Linking human brains to computers 
using the power of artificial intelligence 
could enable people to merge the 
decision-making capacity and emotional 
intelligence of humans with the big 
data processing power of computers, 
creating a new and collaborative form 
of intelligence. People could become 
telepathic to some degree, able to 
converse not only without speaking 
but without words – through access to 
each other’s thoughts at a conceptual 
level. This could enable unprecedented 
collaboration with colleagues and deeper 
conversations with friends5.

Not only thoughts, but sensory 
experiences, could be communicated 
from brain to brain. Someone on holiday 
could beam a ‘neural postcard’ of what 
they are seeing, hearing or tasting 
into the mind of a friend back home. 
Alternatively, people might choose not  
to undertake some activities physically  
at all and instead experience them 
virtually through images, sounds, smells, 
tastes and sensations fed into the brain  
– from meals to parachute jumps.

Implants could become body parts, as 
pacemakers or artificial hips are today. 
Mood, knowledge and memory could be 
securely and confidentially backed up 
or uploaded to a digital cloud. Interfaces 
attached to animals or birds could enable 
experiences such as virtual flight.

Mentally and physically enhanced 
military or police personnel could 
protect the public by being able to see 
more effectively in the dark, sense the 
presence of others and respond rapidly. 
Firefighters, paramedics and other 
public protection workers could benefit 
from enhanced perception and focus, 
operating as members of an integrated 
team with access to the same data and 
imagery as control room staff.

People who work in hazardous 
environments could optimise their 
performance by training in immersive 
simulations, and in the service sector, 
people who have caring needs could be 
empowered to live more independently 
if they were enabled to command robots 
using brain signals while having their 
mood monitored remotely. ■
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“ �When you invent the ship, you also invent the 
shipwreck; when you invent the plane you also  
invent the plane crash; and when you invent electricity, 
you invent electrocution... Every technology carries  
its own negativity, which is invented at the same time 
as technical progress.” 
	  
Paul Virilio6

However, just as digital systems that  
are mainly beneficial also give rise to 
risks of cybercrime and create other 
challenges for societies to negotiate, 
neural interfaces also raise potential  
risks for individuals and society. Many 
of these arise from the possibilities of 
human augmentation and the ultimate 
potential for access to people’s thoughts.

Military and security applications are 
among those that raise the greatest 
concerns. The potential to enhance 
humans mentally as well as physically  
not only provides countries with  
welcome protection, but with the  
means to organise hostile operations 
remotely. Already, military activities are 
conducted in which ground or air forces 
are linked to command centres through 
speech and vision.

The prospect of cognitive enhancement 
also raises issues of access and fairness. 
Today, citizens in many countries can 
choose to pay for privately supplied health 
or education. But, should people also 
be able to pay for enhanced brainpower 
when others may not be able to afford 
it? How would state-provided health and 
education vary between nations?

Access to peoples’ thoughts, moods and 
motivations could lead to abuse of human 
rights. Companies might ask employees to 
wear interfaces that reveal their feelings. 
If thoughts could be accessed, then 
they might be used by corporations in 
efforts to market goods and services or 
by politicians or campaigners seeking 
recruits to their causes. The prospect of 
being constantly watched may itself alter 
people’s behaviour and affect their well-
being7. Health insurers might use access 
to neural data to refuse cover. While some 
would welcome advanced lie detectors, 

Risks raised by neural  
interface technology
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how should society view the possibility 
of police or military interrogators gaining 
clearer access to a subject’s mental 
processes? There is, today, evidence of 
the potential to hack networked devices of 
all kinds from computers to kettles8, – ‘The 
Internet of Hackable Things’ as one paper 
puts it – as well as neural interfaces9 such 
as cochlear implants10.

On a more philosophical level, there 
are fears that widespread use of 
neural interfaces could lead to human 
decisions being directed by what 
some have called ‘neuro-essentialism’ 
– the perception that the brain is the 
defining essence of a person and that 
our choices can be reduced to a set 
of neurobiological processes, leaving 
no room for individual agency or moral 

responsibility. Critics say that too 
great an emphasis on neuroscience 
overestimates its importance in human 
functioning compared to qualities such 
as emotional intelligence11. Research 
has also shown that defining ‘fairness’ 
in a mathematically rigorous manner is 
difficult12 and that notions of fairness are 
often strongly dependent on context. 
In general, increasing reliance on non-
human technologies that enhance human 
abilities could lead to overdependence 
on them and a consequent attrition of 
pure human cognitive capacities. ■
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Reality

Could this actually happen? 

check

This feels like science 
fiction. What are the  
actual chances of mind 
control, mind reading  
and mind boosting?

These things are a long way off but not 
impossible in some form. Think how 
distant and futuristic landing on the moon 
or the internet would have seemed in 
1950, when few UK households even 
possessed a telephone13.

Is this something 
completely new?

We already influence our minds by other 
means, including pharmaceuticals or 
exercise. There is a parallel debate in 
progress over so-called ‘smart drugs’ 
such as Modafinil, which studies have 
shown to improve cognitive function14. 
Access to the internet gives us a 
capability that would have been seen as 
a superpower 30 years ago. The basic 
building blocks of neural interfaces have 
also been around for some time. We 
already have mind-controlled model 
helicopters, brain-controlled artificial 
limbs and headsets that can boost 
concentration and memory. Changes  
that could transform society do not 
depend on inventing new technologies 
but on innovation.
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Isn’t it still a very long journey?

Indeed – though it took fewer than 
100 years to get from the car to the 
spaceship. Innovation in digital and 
other technologies is accelerating 
and investment is pouring into neural 
technology as never before. New 
technologies are being enabled by  
rapid increases in computing power – 
which has broadly followed ‘Moore’s Law’ 
that the processing power of a computer 
chip doubles every two years. 

There is no guarantee that telepathy or 
supercharged decision-making will come 
about, but there is equally no guarantee 
that they will not. Meanwhile, less 
dramatic but nonetheless game-changing 
innovations such as typing by brain are 
much closer to reality. ■

Right: 
Illustration showing 
how a headset could 
be used to monitor and 
boost concentration 
and memory.
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now Where we are 
on the journey

interfaces
Neural

In many cases, 

interface 

treatments are 

pursued when 

conditions 

have proved 

resistant to 

pharmaceuticals.

Neural interfaces are already widely 
used in medicine, with external devices 
more prevalent than implanted ones. A 
few devices have been deployed widely, 
while many others are being explored in 
research, trials and demonstrations.

Beyond the medical world, a range 
of external interfaces have been 
researched, trialled and in some cases 
commercialised, causing excitement 
among gamers and ‘brain-hackers’.

Medical applications
Neural interfaces, sometimes called 
‘electroceuticals’, are used to treat a range 
of medical conditions. Some treatments 
have been established in medical practice 
for decades, such as cochlear implants 
used to help thousands of people with 
hearing loss; stimulators to aid stroke 
recovery; and deep brain stimulation (DBS) 
for essential tremor, Parkinson’s disease 
and dystonia15. Other treatments are still 
being explored in the laboratory, such 
as transcranial direct current stimulation 

(tDCS) for depression16. Others are in the 
early stages of medical use, such as DBS 
used for epilepsy17 or the ‘Mollii Suit’ body 
garment that delivers electrical stimulation 
to people with muscle spasticity caused 
by conditions such as stroke or cerebral 
palsy18. Often such new technologies 
are approved in some countries but not 
others, such as the ‘NeuroPace’ system 
for epilepsy that is available in the USA19 
but not the UK20. In many cases, interface 
treatments are pursued when conditions 
have proved resistant to pharmaceuticals. 
For example, around 20 – 30% of epilepsy 
is estimated to be drug-resistant21. Such 
‘electroceuticals’ can prove more effective 
than drugs as they can be precisely 
targeted on relevant brain or body parts, 
avoiding the side effects associated with 
exposing the entire body to the impact of 
an ingested chemical medicine.
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Left:  
A clinical trial  
of the cortical  
implant ‘BrainGate’ 
demonstrates  
how a person  
with paralysis is  
able to control a  
robotic arm using  
just their thoughts.  
© Brown University.

Implanted technologies 
The most extensively used form of 
internal interface today is the cochlear 
implant – worn by more than 400,000 
people worldwide22 to enable them to 
experience hearing despite damage to 
parts of their cochlea or inner ear. While 
the restoration of hearing is transformative 
for people’s lives, work to improve the 
systems continues as sound quality is 
poorer than ‘normal’ and the devices are 
obtrusive. Other sensory implants are at 
an earlier stage of development. These 
include retinal implants, approved for use 
in the USA and Europe in the last decade, 
that provide people with sight loss with a 
form of vision23 and vestibular implants that 
help with motion detection and balance. 
While pacemakers are a form of implanted 
technology, they are not discussed in this 
report as they are not classed as a neural 
interface.

DBS is approved in the UK as well as 
other countries to treat Parkinson’s 
disease, tremor and other conditions24. 

It has not yet been approved for NHS 
funding in England to treat epilepsy25. 
An estimated 200,000 people with 
Parkinson’s disease worldwide are 
being treated with DBS26. The treatment 
typically involves two long, thin 
electrodes being inserted into the deep 
brain nuclei, linked by a wire under the 
skin to an implantable pulse generator 
(IPG) in the chest, delivering constant 
stimulation. Changes in its settings 
can be implemented by the user via a 
wireless external controller. The IPG 
delivers pulses to brain cells that control 
movement in people with Parkinson’s 
disease or prevent seizures for people 
with epilepsy. The latest ‘NeuroPace’ 
system licensed for use in the USA27 is 
a ‘head-only’ neurostimulation therapy, 
similar to DBS. It is also ‘responsive’ – 
detecting when a seizure is imminent  
and delivering a stimulus to prevent 
it, instead of providing ‘always-on’ or 
patient-triggered stimulation28. DBS  
has also been successful in small-scale 
trials among people with anorexia29  
and obsessive-compulsive disorder30.
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Above:   
The Hybrid Assistive 
Limb (HAL) aids 
neurorehabilitation by 
detecting the brain’s 
instructions to move 
muscles and in response, 
assisting the wearer to 
exert more power than 
they are capable of, 
slowly building capability 
to perform the desired 
motion unassisted. 
© Constance Care 
Robotics Rehabilitation 
Center.

Vagus nerve stimulators have been 
used to treat epilepsy, depression and 
substance abuse, typically when other 
therapies have failed31. They also use an 
IPG implanted in the chest, from which a 
spinal electrode is wrapped around the left 
vagus nerve, which runs from the brainstem 
to the abdomen. The electrical stimulation 
causes nerve activation and the release of 
neurotransmitters such as noradrenaline to 
change brain networks. Researchers are 
now looking into the possibility of using 
vagus nerve stimulation to treat many other 
conditions including pain, anxiety, addiction 
or autoimmune disorders.

Interfaces have also been used to treat 
people who have suffered damage to 
parts of the nervous system with the 
result that the electrical signals it uses to 
communicate with itself and the muscles 
connected to it have become too weak 
to be effective. For example, newly 
demonstrated spinal implants have enabled 
people to walk again by boosting signals 
sent down the spinal cord from the brain32. 
People with paralysis have also been 
treated with interfaces in efforts to restore 
physical movement, bladder voiding, and 
communication. Chronic pain has also been 
treated by stimulating the part of the spinal 
cord that carries pain signals33.

A cortical implant – surgically implanted 
onto the motor cortex of the brain – called 
‘BrainGate’ has enabled immobile people to 
use brain signals alone to move cursors34, 
type on an electronic keyboard35 and grasp 
using a robotic hand36. These people can 
also be helped through external interfaces 
such as an electroencephalography (EEG) 
headset that enables them to type by 
mentally selecting a desired letter from a 
sequence on a screen37.

External technologies
One of the most mature external interface 
technologies is Functional Electrical 
Stimulation (FES), originally developed in 
the 1960s to help people recover motor 
function. The most common application 
is the ‘drop-foot stimulator’ used by 
people who have difficulty lifting their foot 
when walking, such as those who have 
had strokes or have multiple sclerosis38. 
The device applies electrical stimulation 
through the skin to the nerves that activate 
the muscles that lift the foot.
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External devices have also been used  
to treat people who have sustained 
damage to the nervous system, for 
example providing an alternative to 
implants for people who cannot walk  
due to spinal injury. These treatments  
work by priming the system to respond 
to brain signals rather than driving an 
immediate motor response as with FES. 
Electrodes attached to the skin near the 
spinal cord can upregulate electrical  
activity so that the threshold for sending 
nerve signals is reached, messages are 
passed and an injured person can begin 
to activate their muscles. Recent research 
has shown how people with paralysis can 
begin to walk using such technologies. 
People with paralysis have also used 
‘exoskeletons’, or wearable robots, such  
as the Hybrid Assistive Limb (HAL) 
designed by Cyberdyne, that detect the 
brain’s instructions to move leg muscles via 
the skin and convey them to artificial limbs 
attached to the person’s legs, bypassing 
the injured spine39.

Transcutaneous Electrical Nerve 
Stimulation (TENS) is used to treat pain,  
for example in the back, joints and in 
childbirth, by lightly stimulating nerves  
over a long period so that the sensory 
cortex becomes less responsive to  
actual painful stimuli.

External interfaces are also used  
in medical diagnosis, including 
electromyograms (EMG) that are used 
to help identify conditions from carpal 
tunnel syndrome to muscular dystrophy 
by detecting abnormal muscle activity, 
including fatigue and spasticity40.

One technology set to emerge from trials 
into everyday medical use is the use of 
‘gamification’ to treat chronic pain and 
other conditions. Using a ‘neurofeedback’ 
approach, EEG headsets are used to 
read the brain signature of someone with 
chronic pain and graphically represent 
it, for example, as a car taking part in a 
race. The person can then attempt to 
change their brain signature to make 
the car go faster, and when that occurs, 
pain is reduced because the system is 
programmed to accelerate the car when 
their efforts succeed in lowering the 
particular brainwaves that are active during 
pain and amplifying other non-pain-related 
brainwaves.

Research applications
A wide range of interface technologies 
is used in neuroscience research. For 
example, brain imaging is carried out 
using external techniques such as Positron 
Emission Tomography (PET), Magnetic 
Resonance Imaging (MRI) and EEG41. Some 
research on memory has been done using 
internal devices, typically with volunteers 
who are using implants to control drug-
resistant epilepsy. One study, for example, 
showed how individual ‘concept’ neurons 
fired in response to particular images – such 
as one subject’s ‘Jennifer Aniston’ neuron42 
– while another demonstrated proof of 
concept for a ‘neural prosthesis’ to help 
restore memory43. ‘Neuromorphic’ systems 
and chips are designed to emulate the 
operation of the brain’s neurons, synapses 
and networks. As well as providing insights 
into how the brain works, this offers a novel 
method of computing, based on the brain, 
with improved energy efficiency as well as 
potential for applications such as speech 
and image recognition44. 
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Non-medical applications
Outside medicine, external interfaces 
are increasingly being used to play 
games, control equipment and attempt 
enhancements of memory, concentration 
and physical performance. However, this 
study has not found any cases of internal 
devices used for non-medical purposes 
other than research. A programme 
of public dialogues commissioned 
by the Royal Society to engage with 
people across the UK found that most 
participants would welcome the use of 
neural interfaces to enhance experiences 
in relation to entertainment and creativity.

The gaming world is particularly 
significant in pioneering control of games 
using brain signals or impulses from 
muscles and nerves, typically using EEG 
headsets with multiple electrodes78. 
The gaming company Valve is exploring 
the use of brain-computer interfaces 
to create adaptive gameplay able to 
respond to the emotions or ability of 
the player, which could be achieved by 
placing EEG sensors in virtual reality 
(VR) headsets79. EEG headsets have also 
been used to control model helicopters 
and drones using brain signals alone80. 
Other gamers interact with immersive 
environments using VR headsets and 
even full body suits such  
as the Rez Infinite Synesthesia Suit81.

Headsets using tDCS – which delivers 
constant current – are widely marketed 
as aids to working memory for under 
£100, with instructions on building them 
at home also available online82. One 
website asks: ‘What if you could improve 
your memory, perform better at work or at 
school, or even learn new information up 

to twice as fast?’83. Working memory has 
been improved in older people for almost 
an hour using a similar technique – high 
density transcranial alternating current 
stimulation (HD-tACS)84. Experiments in 
the US military have suggested tDCS 
could sharpen mental skills of air crews 
or drone operators. It is worth noting that 
while such applications of interfaces are 
novel, there is a long history of ‘study 
drugs’ among students85 and stimulants 
used to boost alertness in the military86. 
There have also been reports that tDCS 
can enhance physical as well as mental 
performance. For example, 20 minutes 
of exposure to tDCS was found in some 
studies to improve the peak performance 
of cyclists87. Other researchers have 
issued warnings about the unknown 
factors in tDCS, such as the possibility 
of unintended damage to parts of the 
brain not being stimulated and variable 
impacts on different people88. Others 
have suggested that the apparent effects 
of do-it-yourself tDCS may amount to a 
‘placebo response’ in people resulting 
from an expectation of benefit89.

More far-reaching military and civilian 
applications are being explored by 
organisations such as the US’s Defense 
Advanced Research Projects Agency 
(DARPA). For example, the Next-
Generation Nonsurgical Neurotechnology 
(N3) programme aims to develop 
‘high-performance, bi-directional brain-
machine interfaces’ for applications such 
as control of unmanned aerial vehicles, 
cyber defence or ‘teaming with computer 
systems… during complex military 
missions’90. DARPA’s Neural Engineering 
System Design (NESD) programme 
focuses on increasing the capacity of 
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neural interfaces to engage more than 
one million neurons in parallel enabling 
‘rich two-way communication with the 
brain’91.

Other forms of ‘active clothing’ may 
improve safety by tracking brain signals 
and movements to detect fatigue levels, 
and intervening if necessary92. Automotive 
companies have already used EEG and 
related equipment to analyse physiological 
signals, alongside monitoring of vehicle 
movements and driver behaviour such as 
yawning or blinking93.

In the business world, ‘neuromarketing’ 
exercises include using EEG systems to 
show brain activity as a person makes 
judgements about brands. The information 
gathered helps companies to target 
advertising to elicit brain signals associated 
with positive feelings towards their 
products94. The Neuromarketing Science 
& Business Association has been formed 
to establish principles that address ethical 
concerns, such as revealing data-collection 
techniques to research participants95.

Neural interactive art has been 
created, such as Christoph De Boeck’s 
Staalhemel, or Steel Sky, which maps 
users’ brainwaves onto steel squares 
suspended from the ceiling. When users 
are in a relaxed state, accompanied by 
the prevalence of alpha waves, the steel 
is mainly silent. When users are more 
mentally active, the brain’s beta rhythms 
act to move the squares and fill the room 
with the sounds of crashing steel96.

External interfaces are being developed to 
support behavioural change, for example 
by making DNA-based recommendations 

for improving diets97 and thereby training 
the body’s automatic decision-making 
system to appreciate the resulting increase 
in energy. While not strictly ‘neural’ 
interfaces, devices such as bracelets to 
monitor heart rates and step counters are 
booming and are set to evolve98.

The programme of public dialogues 
found many participants believed neural 
interfaces were acceptable when they 
enabled people to recover something 
that had been lost due to an injury or a 
medical condition. By contrast, the public 
questioned whether neural interfaces 
should be used to enhance functions  
such as memory or concentration among 
healthy people99. ■
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RECORDING TECHNOLOGIES

ECoG – electrocorticography 
ECoG uses an array of electrodes placed directly on the 
exposed surface of the brain to record electrical activity 
from the cerebral cortex, typically in preparation for epilepsy 
surgery. ECoG was developed to treat people with severe 
epilepsy, identifying regions of the brain that generated 
seizures for removal. ECoG has generally been used as a 
short-term intervention, but specialists are conducting tests 
to determine whether systems could be implanted and used 
for long-term recording and stimulation100.

Cortical implant 
Cortical implants are interfaces such as the ‘BrainGate’ 
system, inserted directly into the brain’s cortex, which 
transmit signals to a device located on the outside of the 
head that sends them on to external objects. They can also 
be used to stimulate activity. Cortical implants are currently 
limited to laboratory research, where they have been trialled 
to restore sight or hearing, improve cognitive functions and 
enable people who are paralysed to move cursors or objects 
using brain activity101.

Neural dust 
Neural dust consists of wireless, battery-free miniature 
implants fitted with sensors and stimulators and powered  
by ultrasound. The technology was developed by scientists at 
the University of California, Berkeley who are now developing 
it through a start-up called iota Biosciences which has 
attracted $15 million of funding102. Current prototypes are 
around three millimetres long, and researchers are trying to 
bring the size to submillimetre levels103. In experiments with 
rats, researchers found that neural dust implanted in the leg 
could record and transmit electrical data104.

Neural lace 
Neural lace (a term coined by novelist Ian M Banks in 2000) 
consists of arrays of tiny electrodes, placed on polymer wires 
or threads, which can be injected into the brain. Neuralink 
has announced the development of arrays of threads each 
much thinner than a hair, with as many as 3,072 electrodes 
per array distributed across 96 threads. It has also built a 
neurosurgical robot– yet to be trialled on humans – capable 
of inserting six threads together carrying 192 electrodes into 
a brain in one minute, avoiding blood vessels105.

Neuropixels 
Neuropixels probes are a new type of multi-electrode array 
that can simultaneously record the activity of hundreds of 
neurons. The use nearly 1,000 electrical sensors positioned 
along a probe thinner than a human hair to access many 
regions of a brain simultaneously106. Two Neuropixels probes 
have already been shown to record simultaneously from  
over 500 neurons in five regions of a mouse brain107.  
Neuropixels have been developed through an international 
collaboration largely funded by medical charities by a group  
of research teams108. 

Stentrodes 
Stents are medical ‘scaffolds’ initially designed to hold open 
blood vessels, for example to prevent blockages that lead to 
heart attacks. Stentrodes are stents with electrodes on their 
outer sides that are injected via catheters into blood vessesls 
in the brain in an outpatient prodcedure. The electrodes  
are pushed against the blood vessel wall, from where they 
record brain activity109. Multiple applications are possible,  
from treatment of neurological conditions110 to mind control  
of a wheelchair111, 112.

Optogenetics 
Optogenetics offers a new way to stimulate neurons, using 
light rather than electrical current. In optogenetic treatments, 
cells are injected with harmless viruses containing 
microscopic opsin proteins that can be activated by light. 
Optogenetics offers an unprecedented level of precision as 
individual cells or circuits can be targeted with exact timing113. 
Following successful animal trials, small-scale human trials 
have begun in the USA114.

Invasive technologies



STIMULATING TECHNOLOGIES

Cochlear implants 
A cochlear implant (CI) is a surgically implanted device 
that provides a sense of sound to people with severe 
to profound hearing loss. The implant has an outside 
component fitted with microphones that detect sounds 
and convert them to electrical signals that are transmitted 
to an internal component which stimulates hearing cells in 
the cochlear nerve.

DBS – Deep brain stimulation 
DBS is carried out by inserting electrodes into deep 
regions of the brain. The electrodes are typically 
connected to a battery-powered implantable pulse 
generator (IPG), implanted just below the clavicle or 
in the abdomen, which stimulates or blocks signals as 
needed. DBS has been approved in the UK for people 
with Parkinson’s disease, dystonia and tremor, and is 
being tested for people with Tourette’s syndrome and 
obsessive-compulsive disorder. Worldwide usage has 
included chronic pain, treatment-resistant depression and 
drug-resistant epilepsy115.

VNS – Vagus nerve stimulation 
In VNS, leads delivering electrical current are wrapped 
around the left vagus nerve that runs from the brainstem 
to the abdomen and are connected to an implantable 
pulse generator (IPG) under the collarbone in an 
outpatient procedure. Pulses activate neurons and 
release neurotransmitters such as noradrenaline, leading 
to changes in brain networks. Dosage levels can be 
adjusted from outside the body using a magnetic wand. 
VNS has been applied most widely in the treatment of 
drug-resistant epilepsy, but it has also been used to treat 
depression116 and substance abuse117.

Retinal implants 
Retinal implants are arrays of microelectrodes  
(25 – 100) that are surgically attached on or beneath the 
surface of the retina. They generate signals from incoming 
light that bypass damaged photoreceptors and stimulate 
the retina’s remaining cells, typically providing partial 
restoration of vision. Retinal implants have been used 
to treat people who have lost their sight due to retinitis 
pigmentosa or macular degeneration118.

Vestibular implants 
Vestibular implants are used to artificially restore 
vestibular function – which supports balance – in people 
with bilateral vestibular loss119. They consist of motion 
sensors; an electronic processor that transforms that data 
into electrical signals; and electrodes implanted near the 
vestibular nerve branches that transmit the signals to the 
brain.



RECORDING TECHNOLOGIES

EEG (Electroencephalography)
Multiple electrodes are placed on the head, typically  
using a web or cap, which picks up electrical signals 
created when neurons, or brain cells, send messages  
to each other. EEG is often used to record brain signals  
as the equipment is very portable. EEG is used to  
diagnose conditions that produce distinctive patterns,  
such as epilepsy, sleep disorders and coma. Gamers  
have used EEG to control movement using brain signals.

MEG (Magnetoencephalography) 
MEG records brain activity by picking up magnetic  
fields produced by electric currents. MEG has historically 
required the patient to remain still with the head encased 
in a bulky scanner, but new ‘wearable’ helmet devices 
have now been trialled120. MEG produces more accurate 
recordings than EEG.

fMRI (Functional magnetic resonance imaging) 
fMRI provides high resolution images by measuring 
changes in blood flow in the brain, requiring the patient 
to lie inside a large expensive scanner. fMRI has provided 
insights into memory, language, pain, learning and emotion. 
Outside medicine, fMRI has been used as a lie detector121 
as well as for ‘neuro-marketing’, for example indicating 
differences in brain activity when people knowingly drank 
Coca-Cola as opposed to unlabelled ‘coke’122.

fNIRS (Functional near-infrared spectroscopy) 
fNIRS is a relatively new technology that detects neural 
activity by measuring blood flow patterns revealed by 
changes in near-infrared light. Unlike fMRI, fNIRS can be 
worn while a patient is standing or moving and is less 
sensitive to the user’s head movements. Studies indicate 
that fNIRS could have benefits in diagnosing brain injury123 
and that using fMRI and fNIRS in combination could help 
investigations of brain function124.

MMG (Mechanomyography) 
MMG detects muscle movement via microphone-type 
sensors embedded into a wearable garment. Feedback is 
provided to people with movement disorders to encourage 
rehabilitation. Experts believe such systems hold great 
promise, not just for therapy, but also for understanding 
the causes of loss of function and the mechanisms of 
recovery125.

Non-invasive technologies



STIMULATING TECHNOLOGIES

FES – Functional electrical stimulation
FES devices directly deliver electrical pulses to nerves 
to stimulate movement in muscles that have become 
paralysed or weakened. A typical control box is around  
the size of a pack of cards, with a battery and electrodes. 
Many FES treatments are widely used by people with 
movement disorders.

tDCS – Transcranial direct current stimulation 
tDCS delivers constant and direct low current impulses 
using electrodes placed on the head. Medically, tDCS  
is used to treat conditions such as depression and pain,  
as well as to stimulate movement. Recently, there has  
been a surge in interest in using tDCS to enhance  
cognitive processes and movement in people without 
health conditions126. Trials of tDCS have suggested it helps  
the brain form connections but no evidence yet exists  
from large-scale systematic research127.

TENS – Transcutaneous electrical nerve stimulation 
TENS uses electrodes to stimulate nerves and reduce 
pain signals going to the spinal cord and brain. TENS can 
help reduce pain caused by a wide range of conditions 
including: arthritis; period pain; pelvic pain caused by 
endometriosis; knee pain; neck pain; back pain; sports 
injuries and labour.

TMS – Transcranial magnetic stimulation 
TMS uses a coil close to the scalp to produce a changing 
magnetic field. It can be used to activate or disrupt activity 
in the brain, which can help scientists understand the role 
of these areas. TMS has also been shown to be effective in 
treating drug-resistant depression128.  In the UK, NICE have 
approved the safety of the treatment option129 and it has 
been available to people privately at a typical cost of £150 
per session130. It is now the focus of a two-year, £2 million 
study of 420 participants to assess future potential131.

RECORDING AND  
STIMULATING TECHNOLOGIES

EEG with FES
Some research has been done whereby people’s brain 
signals and movements have been picked up using EEG  
and wearable technology, with FES delivered in response. 
For example, this combination can be used to record a 
person recovering from a stroke’s  arm movement, deliver 
stimulation to improve it, then reduce stimulation as their  
typical ability recovers.
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On, off  
and aha
How neural interfaces work

While life-changing applications are some 
way off, many of the basic building blocks 
for communication between brain and 
machine have been established in the 
laboratory.

On and off 
One essential process for interfaces to 
work is the ability to create a simple on 
and off signal using thought alone that 
can be captured by a device such as an 
EEG headset. One way to achieve this is 
for the subject to count downwards from 
ten to one, creating one type of signal. 
The person then thinks about moving their 
foot – a completely different activity – and 
a different type of signal is produced. If the 
subject can repeat those two contrasting 
patterns at will, then the computer can sort 
them into two categories or ‘boxes’ – on 
and off, or left and right, or yes and no – 
opening the way to binary communication.

 

Brain-controlled movement 
Alternatively, more sophisticated interfaces 
can be deployed that directly read the 
brain’s intention to move a limb or finger. 
‘BrainGate’ is a system that has enabled 
people with ‘locked-in syndrome’ to control 
physical objects. It uses an array of 100 
silicon hair-thin electrodes implanted over 
the hand motor cortex of the brain – the 
part controlling hand movements – to send 
signals to external objects via a recording 
device132. Participants have progressed 
from moving a 2D cursor to typing and 
grasping using 3D virtual arms133. External 
wearable technologies have been used 
to control the same activities, such as 
armbands fitted with sensors developed  
by CTRL-Labs134.
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On, off  
and aha

Aha 
An alternative to the on-off pattern is  
to detect the characteristic brain signals 
generated when people spot something 
they are looking for or see a mistake. 
Applications of this ‘aha’ effect include 
spelling out words by thinking about the 
letters required when they appear on  
a screen135.

Basic thought transference  
Mind-to-mind communication as per the 
‘mind-melds’ of Star Trek remains the 
stuff of science fiction for now, but the 
fundamentals have been demonstrated 
in the laboratory, progressing from the 
transfer of an impulse to press a lever 
from one rat to another136, to two humans 
sending instructions on making simple 
computer game moves to a third by 
concentrating on LED lights marked  
“yes” and “no”137. ■
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Stroke 
treatment
How neural interfaces  
support rehabilitation

Among the most widely used external 
neural interfaces are those used to help 
people who have had a stroke. Strokes, 
which affect around 150,000 people in 
Britain annually138, occur when the blood 
supply to part of the brain is cut off. Loss 
of brain cells and connections often affect 
parts of the brain that control movement, 
vision, speech or feeling. Full or partial 
recovery is possible if those affected can 
restore and retrain new neural pathways. 
This depends on prompting the surviving 
neurons to fire and create connections – 
a process known as ‘neuroplasticity’. 

Historically, people have undertaken 
physiotherapy and occupational therapy, 
stimulating neurons through repetitive 
exercises. Interface technology augments 
these therapies in several ways. First, 
interfaces can apply direct functional 
electrical stimulation (FES) to nerves, 
using equipment such as the ‘dropped 
foot stimulator’ that people wear on their 
legs to strengthen weak movements. 
Electrical impulses are timed to activate 
muscles to lift the foot during walking. 

Other ‘wearable’ technologies are used 
to document and motivate people in their 
rehabilitation. For example, the M-MARK 
long-sleeved T-shirt uses microphone-like 
sensors to detect arm muscle activity and 
movement sensors to detect movements, 
capturing the data on a tablet. People 
can review the data to monitor 
improvement and the system suggests 
new exercises as they progress139.
Clinicians are now starting to combine 
recording and stimulation technologies, 
for example, reading brain signals with 

“�You’re not thinking about your arm’s 
limitations. You’re learning to control  
a dolphin.” 
 
Neurologist, John Krakauer142
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The M-Mark long 
sleeved t-shirt is 
a wearable neural 
interface that can aid 
stroke rehabilitation. 
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Stroke 
treatment
How neural interfaces  
support rehabilitation

Electroencephalography (EEG) headsets 
and limb movements using wearables. 
Systems can now deliver FES in  
response to demand, reducing  
the level of stimulation as typical  
function recovers140.

In another project, people undergoing 
rehabilitation play a video game wearing 
a sleeve that both records and stimulates 
the arm, detecting the person’s efforts 
to play the game with sensors and 
then using stimulators to help the 
person repeat the movement more 
successfully141. Another video therapy 
involves using a robotic sling to control 
an animated dolphin, with the target only 
being achieved when the user makes 

the movements required for recovery. 
Clinicians point out that even the 
apparently simplest muscle movement 
involves many neural computations and 
people often find it easier to focus on the 
task of moving the computer figure, with 
the required arm movement occurring as 
a kind of side effect. Neurologist John 
Krakauer said: ‘You’re not thinking about 
your arm’s limitations. You’re learning to 
control a dolphin’142. ■
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•	� 11,000,000  
people in the UK have  
some hearing loss

•	� 8,000,000  
people with hearing loss  
are aged 60 and over

•	� 6,700,000  
people could benefit  
from hearing aids

•	� 2,000,000  
people use hearing aids

•	� 900,000 
people are severely  
or profoundly deaf

•	� 12,000  
people in the UK  
use cochlear implants147

Cochlear 
implants
The world’s most  
widely used implant
The world’s most widely used internal 
neural interface is the cochlear 
implant, with more than 400,000 
people using them to provide or 
restore hearing143. Cochlear implants 
help people who have partial or 
profound deafness as a result of 
damage to the inner ear, or cochlea. 

The cochlea enables people to hear 
by converting vibrations received 
from the outer and middle areas of 
the ear into electrical signals that 
pass along the auditory nerve to 
the auditory cortex where they are 
decoded into the sounds we hear. 
The cochlea has a spiral shape like 

a shell. Through it runs the basilar 
membrane which turns vibrations 
into electrical pulses using around 
15,000–20,000 tiny hair cells144 
which detect a sound’s volume, pitch, 
frequency, tone and direction.

Cochlear implants act as substitutes 
for the cochlea. They include an 
external component that uses a 
miniature microphone to pick up 
sounds and an internal part that 
does the work of the cochlea and 
basilar membrane by converting 
the sounds into signals and passing 
them to the auditory nerve. The 
internal system includes a speech 
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Left: 
Cochlear implants are 
surgically implanted 
devices that provide 
a sense of sound for 
people with severe to 
profound hearing loss. 
© brittak.
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substitutes for the cochlea.

Cochlear 
implants
The world’s most  
widely used implant

processor, data transmitter, 
receiver and an array of electrodes 
arranged along the path of the basilar 
membrane.

As well as being life-transforming for 
thousands, cochlear implants also 
illustrate some of the challenges 
faced by interface technologies 
today. First, they are expensive, 
typically costing at least £40,000145 
including assessment, device, 
surgery and post-operative care. 
Second, they are obtrusive, requiring 
a bulky component attached to the 
outside of the head. Third, while 
they have changed people’s lives 
for the better, the devices are still 

a long way from replacing the full 
typical function of the ear. Even the 
most advanced implants cannot 
recreate the full richness of the 
signals created by the cochlea 
with its thousands of hair cells. To 
a person with typical hearing, the 
implant’s sound quality appears 
limited, although for some people 
with hearing loss, the technology 
makes the vital difference between 
complete silence and hearing 
something. Even so, some people 
reject implants on the grounds that 
deafness is a cultural identity rather 
than a disability and sign language 
provides them with a full and natural 
means of communication146. ■
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Brain  
 games
Interface-controlled games

Boston area company Neurable has 
created a brain-controlled game called 
Awakening whose central character  
is a child with telekinetic powers. The 
character is set the task of escaping  
from a laboratory by using mind power  
to pick up toys such as a balloon dog  
and rainbow rings148. 

Players wear a headband studded with 
electrodes that connects to a virtual 
reality headset. Their brain signals are 
picked up and analysed by software that 
determines how the character will move. 
Players are then able to train their brains 
to produce the right signals to pick up  
the toys149. 

Some researchers believe that the 
investment and momentum generated 
in the gaming world will enable such 
technologies to advance with benefits  
for different applications among people 
with severe disabilities150. 

Neurable is also working with Trimble, 
specialists in positioning technologies 
such as GPS, to provide training and 
safety services for the transportation, 
architecture, engineering and  
construction industries151. ■

Right:  
Neurable’s non-invasive 
device can detect the 
brain signals of its users. 
It is compatible with 
HTC Vive virtual reality 
headsets and can be 
used for both gaming 
and simulation training. 
© Neurable.
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Brain  
 games
Interface-controlled games
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Right: 
Transcranial direct 
current stimulation 
(tDCS) is administered 
while performing a 
multitasking cognitive 
test. © U.S. Air Force 
photo by J M Eddins Jr.

Powering up

Enhanced multitasking

the brain
Over the last two decades, evidence  
has accumulated on the capacity of  
neural interfaces such as those using 
transcranial direct current stimulation 
(tDCS) to enhance performance in 
cognitive areas such as working  
memory152 and attention153 as well as  
in physical activity such as cycling154.

tDCS involves the use of a headset and 
electrodes that are typically contained  
in sponge bags with saline solution used 
to conduct electricity from the electrodes 
to the scalp155. Adverse effects are 
rare – users have reported mild tingling 
sensations and occasionally headaches  
or fatigue156.

One study showed how tDCS improved 
the ability of US Air Force personnel to 
‘multitask’. The participants, all stationed 
at the Wright-Patterson Air Force Base 
in Ohio, USA, were asked to monitor 
and respond to four independent tasks 
on one computer screen. Their tasks 
were to: keep dial markers centred in 
a ‘system monitoring’ box; change the 
communications channel frequencies as 
requested by an audible prompt; keep 
a target centred in a ‘targeting’ box; 
and keep fluids moving in a ‘resource 
management’ box by turning tanks on  
and off. The ten participants who 
received active tDCS stimulation from 
the headsets, provided by Wales-based 
company Magstim, performed about  
30% better than those who did not157.

While such evidence has grown, other 
scientists have urged consideration of 
the potential risks of tDCS, including the 
possibility that it may improve the ability  
to perform one task but damage the ability 
to perform another, and the variability of 
effect between participants158. ■
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Enhanced multitasking
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Spaghetti
wiring

The technological challenges  
of taking brains online
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The nature of the brain
While technologies have been created to 
interpret brain signals and stimulate parts 
of the nervous system, researchers face 
formidable obstacles in moving from these 
basic building blocks to larger and more 
complex applications.

The brain is a uniquely intricate and 
sensitive environment into which to 
introduce external technology. Physically, 
it consists of a mass of soft material 
resembling a mesh of spaghetti floating 
in a sea of cerebrospinal fluid, with each 
person’s brain itself being different. 
Inserting pieces of metal or other human-
made materials into the brain creates risks 
of damage, infection or ‘foreign body 
response’ – an immune system reaction 
that creates a wall around the implant 
and reduces its functionality.

While scientists have investigated 
and classified the brain’s regions and 
activities, there remain huge unknowns. 
Some experts believe that interface 
technology cannot make major progress 
unless more of the brain’s secrets are 
unlocked, while others contend that if the 
technologies work, then full understanding 
is unnecessary.

However, there is wider consensus  
that the key to more effective interfaces  
is to be able to ‘read out of and write  
into the brain’ more effectively, 
particularly in engaging larger numbers 
of neurons. Current implants tend to 
engage precisely with small populations 
of neurons while external devices, such 
as headsets, use more of a ‘scattergun’ 
approach – recording or stimulating 
more neurons, but more randomly. Both 
often require bulky equipment and wires. 
These challenges have led specialists 
to define a range of priorities for more 
advanced interfaces. ■

Left: 
Section of of an image 
reconstructing  the 
physical connections 
between different 
regions in an adult 
human brain. © Katja 
Heuer and Roberto Toro.

“�Our brains are way, way more complex 
than any computer we know how to 
make. They’re way more creative. The 
input’s pretty good, but the output is 
constrained by our tongues and jaws 
moving and us typing... If we could 
communicate at the speed of thought, 
we could augment our creativity and 
intelligence.” 
 
�Mary Lou Jepsen, CEO, Openwater159, 160 
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create materials 
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will be accepted  

by the brain 

or other body 

parts over the 

long term.
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	 ��BANDWIDTH 
A top priority for many researchers is 
more bandwidth – the capacity to record 
or stimulate much larger volumes of brain 
signals than are available today – moving 
from hundreds to millions. Today’s interfaces 
are comparable to traditional telephone 
lines, capable of carrying only a simple voice 
signal. Specialists are seeking to develop 
the equivalent of broadband channels that 
can convey large quantities of brain activity 
to a machine or vice versa. Elon Musk’s 
company Neuralink for instance, claim to 
have developed a high-bandwidth brain-
machine interface with thousands of channels, 
delivered by multiple microelectrodes 
positioned on polymer threads161.

	� CONNECTIVITY 
Both implants and external devices also need 
high levels of network connectivity, with 
wireless links if users are to move freely.

�	� PLATFORMS 
Some investors’ ventures, for example 
Kernel, are working on the basis that the 
initial objective is not to create a particular 
application, but to develop platforms 
upon which multiple applications – mainly 
unforeseen today – can be built, comparable 
to Windows for computers, or iOS and Android 
for mobile phones.

	 �MINIATURISATION 
Widespread use of implant technology 
depends on creating submillimetre 
semiconductors – smaller than a grain of rice 
– that could be fitted during an outpatient 
procedure. While external devices can be 
larger, performance will be magnified if 
numbers of electrodes on a helmet, headset 
or armband can be multiplied.

�	 �PROCESSORS 
To understand what the brain is doing 
accurately, a new generation of powerful 
‘neural processors’ is needed, building  
on current digital signal processors (DSPs) 
that convert analogue signals to binary code 
as used in audio or image capture.

	� PORTABILITY AND ROBUSTNESS 
More advanced interfaces will need to 
work for long periods outside laboratory 
conditions. For implants, this means ensuring 
devices do not require external equipment 
such as wires. Potential advances include 
wearable versions of powerful technologies 
such as magnetoencephalography (MEG), 
which currently requires people to lie still 
inside scanners162.
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	 �POWER 
Providing electricity efficiently and wirelessly 
to internal interfaces has been a major issue 
for researchers but one that is starting to be 
overcome by using tiny rechargeable units 
powered by inductive coupling. External 
interfaces will also require more advanced 
power sources as they become more 
portable.

		

	� COMMODITISATION 
To enjoy similar scale economies to the IT 
industry, the interface community needs 
to develop standardised components and 
production line manufacturing – of the kind 
that fabrication centres or ‘fabs’ provide for 
computer chips.

��	�� BIOCOMPATIBILITY 
Implants require complex surgery and still run 
risks of infection or foreign body response 
by the body. A major challenge is to create 
materials that can be easily fitted and will be 
accepted by the brain or other body parts 
over the long term. 

Implantability? 
Some innovators are focused on 
implantable, or injectable, technology 
to achieve sufficient bandwidth for 
highly ambitious applications such 
as telepathy. Neuralink, for example, 
has developed a neurosurgery robot 
likened to a ‘sewing machine’ designed 
to implant flexible polymer threads, 
each one fifth of the the thickness of 
a human hair and containing 32 tiny 
electrodes, into precise locations in the 
brain at a rate of six per minute163. 

Others, such as Facebok and CTRL-
Labs164 believe external devices can 
achieve applications such as ‘typing by 
brain’ by picking up the brain’s intentions 
‘downstream’ and that the public may not 
wish to explore implantable devices. 

Right: 
CTRL Labs’ CTRL-kit is a brain-computer interface  
that users can wear on their wrist. It detects users’ 
intention to move, allowing them to control a range  
of computers or electronic devices. © CTRL Labs
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Today, AI is an important technological 
tool that allows many neural interfaces 
to function. Several interfaces use AI to 
convert neural signals into digital data 
using algorithms, for example to interpret 
the brain’s instructions to move a 
prosthetic arm165 or to decode the neural 
commands being sent by the brain to the 
arm when typing166.

In the future however, a much more 
complex relationship between AI and 
neural interfaces could emerge. While 
some concerns have been raised over 
the disruptive potential of AI, several 
technology experts believe beneficial 
impacts could arise from linking human 
and artificial intelligence via neural 
interfaces. As stated in an article 
published in Journal of the Royal Society 
Interface: “Brains are flexible, imprecise, 
error-prone and slow; computers are 
inflexible, precise, deterministic and 
fast”165. Polina Anikeeva, Associate 
Professor in Brain and Cognitive Sciences 
at MIT, observes that transistors used 
in computers can perform billions of 
operations per second but are typically 
only connected to three neighbours, 
while the brain’s neurons can perform 
only around 1,000 operations per second, 
but communicate with 6,000 neighbours 

at once168. Collaboration between these 
two powerful units is currently limited by 
the slowness of interfaces such as the 
keyboard or mouse. 

Creating interfaces that allow us to link 
the sophistication of human thought with 
the processing power of AI – whether 
implanted or external – could open the 
way to game-changing applications: 
prostheses that feel like a natural part  
of the body, enhanced decision-making, 
or even whole new sensory experiences. 
However, the prospect also raises a 
number of ethical issues concerning  
our autonomy, privacy and perception  
of ‘normality’. ■
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The brain is the most complex organ in the 
human body, and consequently remains 
one of science’s greatest mysteries. 
Neuroscientists have made major progress 
in mapping the structure and function 
of different areas of the brain. But many 
unanswered questions remain.

What we know
•	 �The brain is composed of around 86 

billion neurons169, comparable  to the 
number of stars in the Milky Way170, 
each of which can make connections 
with thousands of others via links called 
synapses.

•	 �Neurons drive cognitive activity such as 
learning and decision-making, as well as 
controlling movement and balance, by 
receiving, processing and transmitting 
information – or ‘firing’.

•	 �Different brain regions drive different 
activities, for example the occipital lobes 
at the back of the brain are responsible 
for vision, while the frontal lobes handle 
movement and decision-making.

What we don’t know
•	 �Unlike the genetic DNA code, 

discovered in the 20th century, 
scientists have yet to break the  
‘neural code’ – the language with 
which neurons communicate to  
drive cognition, emotion, perception  
and action.

•	 �The brain’s propensity to form 
connections, known as ‘neuroplasticity’, 
is also only partly understood.

•	 �The underlying causes of many 
neurological and psychiatric conditions 
remain largely unknown.

•	 �While many interfaces have been 
shown to be effective, specialists do 
not always understand how they work 
– their so-called ‘mechanism of action’.

•	 �While single neurons have been 
studied for decades, researchers 
recognise that much brain function 
depends on computing by networks 
or circuits of neurons, composed of 
neurons from different parts of the 
brain, about which less is known170.

Neuroscience
What do we know, what don’t we 
know and what are neuroscientists 
now focused on?
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“�Trying to introduce the study of the brain to students, 
I said: ‘If understanding everything you need to know 
about the brain was a mile, how far have we walked?’  
I got answers like ‘three-quarters of a mile’, ‘half a 
mile’, ‘a quarter of a mile’. And I said: ‘I think about 
three inches.’”

	� Jeff Lichtman, Professor of Molecular and Cellular Biology, Harvard University172

What neuroscientists are now focused on
•	 �The last few years have seen a surge 

of investment into major research 
programmes, many targeted on more 
detailed mapping of the brain and 
improved understanding of neuronal 
circuits.

•	 �The US BRAIN (Brain Research 
through Advancing Innovative 
Neurotechnologies) initiative is  
focused on mapping the circuits of 
the brain, measuring their patterns of 
electrical and chemical activity and 
understanding how their interplay 
creates humans’ unique cognitive and 
behavioural capabilities. It has an annual 
budget of $300 million with $1.5 billion 
committed cumulatively to the National 
Institutes of Health alone173.

•	 �Europe’s Human Brain Project is a  
10-year programme launched in 2013 
with an expected budget of around  
€1 billion and a network of around 500 
researchers174. It aims to use computing 
and large-scale data analytics to develop 
a more coherent atlas of the brain, run 
simulations of brain activity and enhance 
understanding of the mechanisms 
behind its workings175.

•	 �Other countries undertaking brain 
research programmes include 
Australia, Canada, China, Japan  
and South Korea176. ■
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Investment  
  in interfaces

In its 2018 report, The Market for 
Neurotechnology: 2018 – 2022, 
Neurotech reports projected that 
the overall worldwide market for 
neurotechnology products – defined 
as “the application of electronics and 
engineering to the human nervous 
system” – would be $8.4 billion in 2018, 
rising to $13.3 billion in 2022177. The 
2018 figure  represents less than 1% of 
estimated total 2018 global spending 
on research and development of 
around $2 trillion178 or less than 5% of 
all estimated life science research and 
development  spending.

The overall scale of governments’ 
investments in neural interfaces is largely 
unknown although some agencies 
provide budget documents. For example, 
the US’s Defense Advanced Research 
Projects Agency (DARPA) runs a series of 
relevant projects including a biomedical 
technology programme with a planned 
2019 budget of around $100 million179.

The scale of private sector investment  
is becoming clearer, for example with  
the Crunchbase database listing around  
400 start-ups, companies and 
organisations180 and the US ‘Angel List’ 
of start-up companies listing around 

250 neuroscience start-ups with an 
average valuation of $4 million181. Four 
examples suggest significant interest. 
Entrepreneur Bryan Johnson has said that 
he has invested $100 million in Kernel, 
‘a neuroscience company focused on 
developing technologies to understand 
and treat neurological diseases and 
radically improving our cognition’181.
Meanwhile around $158 million has 
reportedly been invested in Neuralink, 
founded by entrepreneur Elon Musk183, 
to develop ‘ultra-high bandwidth brain-
machine interfaces to connect humans 
and computers’184. Galvani Bioelectronics, 
formed by global healthcare company GSK, 
and leading technology company Verily 
Life Sciences – part of Google’s parent 
company, Alphabet – is planning to invest 
£540 million over seven years185 to develop 
‘tiny implantable devices to change precise 
electrical signals in nerves to treat a range 
of debilitating chronic diseases’186. Finally, 
Facebook is helping to fund research 
into ‘speech decoders’ that attempt to 
decipher intentional speech by analysing 
participants’ brain activity in real time187. The 
company’s goal for this work is to create 
augmented reality (AR) glasses that could 
act as a brain-machine interface to enable 
typing from thought or other applications 
including communicating with others188.
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Deployment cost 
Over their life cycles, technologies 
need to cover substantial costs, 
including securing intellectual 
property, satisfying regulatory 
constraints, meeting quality 
controls and funding distribution.

Scientific validity 
A scientific basis for the interface 
helps with regulatory approvals, 
where needed, and optimising the 
design of the system in practice.

Technological maturity 
Any interface requires robust 
designs that can safely interact with 
the body and improve the systems 
within which it operates. Durability 
for a decade might be required 
from an implant, for example, while 
a gaming headset needs to be 
comfortable and easy to use.

Workflow viability 
The interface must be suited 
to practical, everyday use. For 
example, the challenge of placing 
EEG electrodes on the scalp has 
arguably limited the adoption of 
wearable technology – both for 
medical applications as well as 
games.

�Economic viability 
Interfaces need to deliver the  
value required by users or 
investors. Healthcare providers 
measure net economic value of 
treatments. Consumers need to  
be prepared to pay for access.  
And investors need to be found – 
often governments or foundations 
– who will support early stage 
innovation when traditional 
investors are wary of long-term 
commitment.

Clinical or consumer necessity  
The interface should provide a 
solution that is not adequately met 
by existing therapies or products 
and has benefits which overcome 
any fears – such as the fear of 
surgery.

Investors in interfaces face distinctive 
challenges. In seeking government 
funding they represent a new, specialist, 
multidisciplinary field without established 
bodies or research institutes such as those 
of engineering or medicine. Start-ups and 
private sector companies face the problem 
of reconciling high-level long-term 
ambitions with the need for short-term 

cash flow. Often the strategy adopted is to 
create therapeutic products as a first step 
towards non-medical technologies with 
wider application. Neuralink, for example, 
plans to seek approval to test its product 
on people with paralysis by the end of 
2020189, while the longer-term aspiration 
includes such goals as ‘direct conceptual 
communication’ with another person190. ■

What makes an  
innovation investible?

Six criteria mark out innovations  
that succeed in making the  

leap across the chasm between 
early adopters and the 

 general population
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The UK and neural  
interface technology
The UK has a unique set of strengths that mean it is well positioned to become  
a world leader in neural interfaces. 

Academic excellence in relevant disciplines, from neuroscience to electrical 
engineering. 

Supportive regulation – with an internationally renowned regulatory system that is 
taking a new approach to accelerate responsible innovation in emerging technology. 

The NHS – providing a unified national platform for research, innovation and 
commercialisation.
 
 
Competitive advantage provided by a dynamic life sciences sector and thriving 
creative industries, of which gaming is a big part. 

Taken together, these factors provide a clear technological pathway for the 
development of neural interfaces in the UK that builds on existing strengths.  
Looking forward, investment in neural interfaces could be an important avenue  
for the UK to explore as it considers how to meet its commitment to devote 2.4%  
of GDP to research and development by 2027.

UK  
strengths
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Specific UK strengths include:

•	 �Academic strength 
The UK ranks highly in the international 
science and research community, being 
home to four of the top 10 universities in 
the world191. It has notable strengths in 
neuroscience and behaviour; University 
College London’s neuroscience and 
behavioural research is the most cited 
in Europe and second most cited in 
the world192. A ranking of electrical 
engineering included three UK 
universities in its top ten alongside five 
from the US and one each from China 
and Singapore193.

•	 �Life science leadership  
The UK is a global hub for life sciences, 
with more than 5,600 life sciences 
businesses with a presence in the UK, 
generating turnover of £73.8 billion and 
employing over 248,000 people as of 
2018194. The sector is a crucial part of the 
economy, having generated almost 9% 
of all value in manufacturing in recent 
years195. Most of this value has historically 
been created by pharmaceuticals, but 
with many drug-resistant conditions 
and patent expirations, there is an 
opportunity to explore how and where 
interfaces may be able to step in to meet 
unmet medical needs and generate 
value for the UK.

•	 �Creative industries and gaming 
The creative industries represent one 
of the fastest growing parts of the UK 
economy, contributing over £100 billion 
of value in 2017196. The UK consumer 
gaming market alone is worth  

£5.7 billion197, with games sales 
comprising over half the UK’s 
entertainment market, more than music 
and video combined. Britain also has 
the largest games development sector 
in Europe198, with over 2,000 companies 
working in the field199.

•	 �The NHS 
Britain’s centralised health service 
provides a consistent platform for 
research and innovation, offering 
access to large, diverse and longitudinal 
datasets as well as a national-scale 
market into which successful new 
technologies can be launched200.

•	 �Ethics 
The UK is home to organisations 
such as The Centre for Data Ethics 
and Innovation, The Ada Lovelace 
Institute, The Alan Turing Institute and 
Doteveryone. It is a global leader in 
exploring and driving the ethical use of 
AI and emerging technologies.

•	 �Regulation  
The UK’s regulatory practices are 
internationally renowned, scoring  
the highest overall of all countries 
assessed by the Organisation 
for Economic Co-operation and 
Development (OECD)201. The UK is 
seeking to build on this position of 
strength by taking a new approach to 
the regulation of emerging technologies 
designed – as a June 2019 White Paper 
states: “to give businesses confidence 
to innovate and invest in the UK and give 
citizens confidence in our protections”202.

UK  
strengths
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To become a world leader in neural interfaces, the UK needs:

•	 �A collaborative ‘ecosystem’ 
Developing neural interfaces demands 
a convergence of high-level skills 
from a range of specialists including 
neuroengineers, electrical engineers, 
neurologists, psychologists, research 
leaders, gaming professionals, 
designers and policy and regulation 
experts. The UK has a track record 
in bringing together multidisciplinary 
teams such as those coordinated by 
UK Research and Innovation (UKRI) 
to tackle areas such as mental health 
and antimicrobial resistance. It could 
benefit significantly from building a 
similar neural interface ‘ecosystem’. 
This might extend to joint initiatives 
between different types of funders, 
such as research councils, Innovate UK 
and charities. 

•	 �A common platform  
This kind of ‘ecosystem’ activity 
could create common platforms in 
infrastructure, good practice and 
experience on which successive 
innovators could build, averting 
the need for each start-up venture 
to ‘reinvent the wheel’. This could 
overcome challenges faced under the 
current model whereby companies 
may need to invest hundreds of 
millions to make limited progress in 
development and trials among very 
small numbers of participants. A 
more collaborative community could 
identify and pursue common technical 
priorities such as reducing costs, 
increasing ease of use and improving 
performance. It could also take on 
regulatory and project management 
challenges, such as navigating NHS 

approvals, taking technologies 
from prototypes to clinical trials and 
meeting regulatory and legislative 
requirements.

•	 �Long-term start-ups  
Many start-up technology companies 
are focused on apps or other short-
term plays. Start-ups with the longer-
term vision and plans required for 
neural interface work require support 
of the kind that might arise from a 
more coordinated ecosystem.

•	 �Academic-medical links  
More efforts could be made to 
encourage clinicians in training and 
practice to engage in research, such as 
via a combined MD-PhD programme.

•	 �Commercialisation pathways 
Researchers with promising 
technologies often have to find 
their own bespoke routes towards 
the market, and could benefit from 
more streamlined and established 
processes to support them from 
basic research through medical 
innovation, regulatory approval 
and commercialisation. ■
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“���This topic really captures the 
imagination. The potential impact 
is huge! The high barriers for 
business and the long-term 
outlook needed make it a 
good opportunity for university 
research. In the short term, 
goals are attainable as core 
technologies can be deployed 
as effective new research 
tools for neuroscience, also 
enabling preclinical testing. 
Once experimental efficacy 
and safety data is available, 
we can move to first-in-human 
trials and clinical translation and 
commercialisation.”

	� Dr Tim Constandinou, Reader  
in Neural Microsystems, 
Department of Electrical and 
Electronic Engineering, and 
Deputy Director of the Centre  
for Bio-inspired Technology, 
Imperial College London.

“�I believe it is the future. Sooner 
or later, this will be a disruptive 
technology significantly 
improving different aspects 
of our quality of life through 
opening a new communication 
pathway between humans and 
the environment as well as from 
human to human.”

	� Dr Mahnaz Arvaneh, Lecturer, 
Department of Automatic Control 
and Systems Engineering, 
University of Sheffield.

“��I am very interested in how the 
human brain works. It is a unique 
system in that it has an objective 
reality in the same sense as any 
inanimate matter but also is 
involved in generating subjective 
reality. Neurotechnologies allow 
me to probe that system and 
at the same time to work on 
solutions to societal problems 
where neurotechnologies hold 
the greatest promise.”

	� Professor Slawomir J Nasuto, 
Deputy Research Division 
Leader, Biomedical Sciences and 
Biomedical Engineering Division, 
School of Biomedical Sciences, 
University of Reading.

Why UK-based scientists are involved
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Over the next two decades, specialists 
expect current medical interface 
treatments to evolve and expand, while 
new applications could extend their use 
to millions. Beyond medicine, interfaces 
are expected to become widely used for 
gaming, fitness and well-being.

Today’s medical implants are expected 
to become more effective and more 
widely deployed, exhibiting sought-after 
advances such as greater miniaturisation 
and connectivity. Cochlear implants, for 
example, are likely to reach many more 
users as they become less bulky and 
provide higher-quality sound perception.

Deep brain stimulation (DBS) is expected 
to evolve into an ‘intelligent’ automated, or 
semi-automated platform, with stimulation 
occurring responsively in ‘head-only’ 
devices.

Researchers linked to the Chan Zuckerberg 
Initiative have reported successful trials of 
an interface known as a ‘Wireless Artifact-
free Neuromodulation Device’ (WAND). In 
a paper in the scientific journal Nature, the 
researchers explain how the device was 
implanted in a monkey to record, stimulate, 

and modify its brain activity in real time, 
including sensing an expected movement 
and stopping it immediately203. This could 
enable more responsive ‘closed-loop’ 
therapies, for example for Parkinson’s 
disease, whereby stimulation is delivered 
when required.

Similarly, external interfaces for people who 
have had a stroke are expected to develop 
from simple stimulators into sophisticated 
systems that blend recording and 
stimulation. Spinal implants and external 
devices to restore movement and bodily 
functions in people who are paralysed 
are expected to improve significantly 
and provide a mainstream rehabilitative 
option. Spinal implants have recently been 
demonstrated to restore movement among 
people with chronic Parkinson’s disease204.

Both implants and external devices are 
expected to treat an increasingly broad 
range of conditions, particularly those 
resistant to drugs. For example, depression, 
which affects around 300 million globally, 
might be treated using either implants, such 
as DBS, or external stimulation platforms, 
such as transcranial direct current 
stimulation (tDCS)205.

next
frontiers

The

What’s probable by 2040?
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Hands-free 

control of 

computers, 

typing or 

entering data 

using the brain 

alone using a 

‘mental mouse’ 

represents a 

game-changing 

development 

that is 

nonetheless 

seen as 

probable. 

Interfaces to support fitness are likely 
to progress from wearable monitors to 
adaptive clothing, such as tennis shirts 
that encourage the most effective serves. 
Consumer-facing neural interfaces are 
expected to become more practical and 
appealing and could take the form of a 
‘hearable’ device tucked away in the ear206.

High bandwidth medical implants with 
thousands of microelectrodes are expected 
to be trialled soon207. Others are focused 
on what increasingly powerful external 
devices can achieve as the lines between 
the capacities of invasive and non-invasive 
interfaces will become blurred. External 
devices are already showing promise 
in producing very focused and deep 
stimulation. Therapies that currently require 
DBS could be successfully targeted by 
non-invasive approaches. For example, 
an image-guided, ultrasound technique 
is already used to target tissue in the 
thalamus and treat essential tremor208. 
Researchers have also developed a non-
invasive interface that enables a patient 
to control a robotic arm via EEG signals 
instead of a cortical implant209.

Such developments would also be likely 
to open up avenues for more non-medical 
applications of neural interfaces, as public 
acceptance of non-invasive devices may  
be higher than invasive ones.

Those who have trouble sleeping may see 
today’s simple monitoring devices that help 
people understand their sleep patterns210 
replaced by devices that act more directly 
to calm the racing mind211 and potentially by 
implants or external devices that act on the 
brain to promote sleep212. 

Some of the most striking new applications 
are set to extend beyond medicine and 
affect millions. Hands-free control of 
computers, typing or entering data using 
the brain alone using a ‘mental mouse’ 
represents a game-changing development 
that is nonetheless seen as probable.

PERSPECTIVE – iHuman	  59



In looking beyond what is expected 
to what might be ‘possible’, innovators 
stress that they expect many unforeseen 
applications to emerge. 

Mass-market technologies often begin with 
the creation of enabling ‘platforms’, such as 
the internet or mobile phone, which then 
facilitate myriad unanticipated applications. 
The ‘mental mouse’ could provide such a 
platform, as could more powerful external 
headsets213, or if developed scalably, neural 
dust or neural lace214. Facebook, Neuralink 
and Kernel are among those reportedly 
pursuing such possibilities, as well as 
others such as NURO, whose operating 
system NUOS is designed to enable 
people who are unable to speak or move to 
select options on a tablet to communicate 
using neurological signals alone215. 

In general, companies such as Neuralink 
are likely to seek ever-higher levels of 
multi-channel implant connectivity as they 
pursue the ambitious goal of linking human 
brains and artificial intelligence216, 217. 

In medicine, mental health conditions  
of many kinds that have defied 
conventional treatment could be treated 
using interfaces218. Clinicians are also 
hoping to apply them to the more complex 
condition of Alzheimer’s disease which 
affects around 850,000 people in the UK 
and an estimated 47 million globally219. 
Early trials using deep-brain stimulation 
(DBS)220 focused on the fornix, part of 
the brain’s memory formation circuit, but 
some experts believe that multiple brain 

regions responsible for memory may 
need to be engaged to deliver significant 
results221. Other research has identified 
the neural biomarkers associated with 
physiological properties such as heart 
rate, blood pressure or glucose levels, 
potentially offering a new platform for 
‘neuroceuticals’ to treat conditions by 
targeting relevant neural signals222.
While applications such as these may 
well be welcomed as much-needed 
advances, the next 20 years are also 
likely to see other developments that 
could raise questions over autonomy, 
agency and privacy as well as impacts 
on social interaction and communities. 
For example, interfaces supporting 
dietary behaviour could progress from 
consumer-friendly applications like DNA-
customised shopping to direct stimulation 
or inhibition of the brain to influence 
mood and appetite. Anorexia has already 
been treated experimentally by placing 
electrodes inside the brain to stimulate 
regions that control mood and anxiety223.

The ability to read mood from brain signals 
is already reportedly being used by 
Chinese companies to monitor employees 
for signs of anger, anxiety or depression, 
via devices fitted to safety helmets and 
caps224. According to media reports, 
companies involved say they are using the 
data to help workers, but critics say the 
technology invades privacy. Also, there is 
concern among the public, from a data-
collection perspective, that there may be 
more at stake with neural interfaces in the 
future than with other technologies today.

What’s possible beyond 2040? 

Mass-market 

technologies 

often begin with 

the creation 

of enabling 

‘platforms’, such 

as the internet 

or mobile phone, 

which then 

facilitate myriad 

unanticipated 

applications. The 

‘mental mouse’ 

could provide 

such a platform.
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Left:  
Ultra-fine neural  
mesh described as 
‘syringe-injectable 
electronics’ which  
may offer wireless 
brain-computer 
connectivity in the 
future. © Lieber 
Research Group, 
Harvard University.

The prospect of thought transfer 
raises opportunities and challenges. 
Researchers have already demonstrated 
very simple examples of brain-to-brain 
communication, including an experiment 
in which two people managed to transfer 
an instruction in a computer game 
to a third person using brain signals 
generated by focusing on LED lights 
marked ‘yes’ and ‘no’225. 

Efforts to enhance memory, learning, 
decision-making and attention may 
also provide new solutions. Today’s 
basic, cheap headsets are likely to 
be supplanted by more advanced 
enhancement technologies, possibly 
including platforms such as multiple  
micro-implants226. Animal tests have 
already shown ways to create memories227, 
control motion by human thought228  
or embed learning229.

Interface technology will also inevitably be 
studied for potential military applications, 
such as augmenting decision-making, 
physique and motivation. In research, 
sharks230, beetles231 and pigeons232 
have been implanted with devices that 
can control their movements. Other 
technologies could provide personnel 
with infrared sensing capabilities to 
detect other people in darkness – or 
enable their actions to be stimulated by 
a remote controller. The US’s Defense 
Advanced Research Projects Agency 
(DARPA) has set out an aspiration to 
create a non-invasive neural interface for 
possibilities such as “immersive training, 
new forms of interaction with AI systems, 
improved situational awareness and 
intelligence analysis, and distributed  
task management”233. ■
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What could make the possible actual?

Drivers
Breakthroughs in technology
Interfaces are attracting increased 
attention, investment and research 
effort, with many routes being explored 
to improve performance, lower costs or 
develop new technological approaches. 
Investment in neural interfaces currently 
represents a small but growing proportion 
of medical research. Further uplifts 
driven by government policy or private 
sector capital might increase the chances 
of advances.

Wide deployment of existing technologies
While technologies exist to control physical 
objects or computer cursors by brain 
power alone, they are currently restricted 
to a small population of enthusiasts 
and early adopters. If devices such as 
Electroencephalography (EEG) headsets 
became much more common, for example 
becoming popular gifts, this might drive 
popular interest in – and investment in – 
next-generation technologies.

Below:  
University of 
Washington  
researchers created  
a method for two 
people to communicate 
the correct move to  
a third person playing  
a Tetris-like game  
using only their  
minds. © Mark  
Stone/University  
of Washington.

62	 PERSPECTIVE – iHuman



Big impacts from incremental advances
Although applications such as thought-
sharing via implanted interfaces may 
require decades of research and 
investment, other dramatic advances such 
as ‘typing by the brain’ are much closer 
to being achieved. Wide deployment of 
such technologies could also change 
the investment climate and accelerate 
development of more complex devices.

Focusing of demand
If demand were to grow from particular 
groups of users, such as people who 
have had strokes or students demanding 
cognitive aids, greater market momentum 
might be generated, prompting more 
investment and deployment. ■
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Mental�health
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Neural interface therapies represent 
new hope for millions who have mental 
health conditions that drugs and therapy 
have failed to treat. However, their use 
is generally in its infancy and the field 
requires support to reach its potential – 
reflected in this Perspective’s ‘A Call to 
Action’. 

One in four people will be affected by 
mental or neurological conditions at some 
point in their lives according to the World 
Health Organization234. Yet around one-
third of cases of depression, the most 
common mental health condition and the 
leading cause of disability worldwide235, are 
regarded as treatment-resistant236. Drugs 
can prove ineffective because they affect 
the entire body, whereas interfaces can 
be precisely targeted on relevant areas of 
the brain. Mental health medications can 
have a range of side-effects from weight 
gain to decreased libido. Interfaces can 
also have side-effects but such effects vary 
between people and individuals may find 
the adverse impacts of devices less severe 
than those of drugs.

In the past few years, several interface 
technologies have been trialled or 
deployed with small numbers of 
participants, showing encouraging results. 
Deep brain stimulation (DBS) has been 
found to be safe and effective237 as a 
treatment for depression in some trials 
where electrodes have been placed on 
regions such as the nucleus accumbens 
that are responsible for motivation and 

mood238. Transcranial magnetic stimulation 
(TMS) for depression, typically stimulating 
the left frontal cortex239, has also been 
found to be safe and effective by the 
National Institute for Health and Care 
Excellence (NICE)240, with some people 
reporting life-changing experiences241. 
TMS has also shown promise in improving 
social abilities among people with autism242. 
However, equipment costs and expertise 
required mean that TMS is not available 
across the NHS243, although the National 
Institute for Health Research is now funding 
a wider trial within NHS Trusts244.

Vagus nerve stimulation is even less 
advanced, with NICE judging evidence on 
safety and efficacy ‘inadequate in quantity 
and quality’ as yet245, despite some early 
anecdotal evidence of benefits246. External 
interfaces such as transcranial direct 
current stimulation (tDCS) have also shown 
promising signs. Electroconvulsive therapy 
(ECT) differs from others in that it has been 
used for many decades, induces a seizure 
and retains associations of barbarism from 
film depictions of 20th century use without 
anaesthetic. However, today, used with 
general anaesthetic and muscle relaxants, 
many people with severe depression have 
reported significant benefits247. ■

How interface technology can help

Left:  
Transcranial Magnetic 
Stimulation. Keith 
Bedford/Boston Globe 
© Getty Images.
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If we use neural 

interfaces to do 

something, is it 

us as humans 

doing it? Or is it 

the technology?

What kinds of ethical issues do neural  
interfaces raise?

�Some of the most prominent are: how, if 
at all, should use of the technologies be 
limited; what ‘normality’ means; how can 
privacy be protected and which specific 
concerns, for example around surveillance, 
might be felt strongly by certain social 
groups; whether neural interfaces may 
contribute to widening inequalities; and 
what it means to be human. People close 
to the technology are urging governments 
to address such concerns ‘early and often’. 
One example cited as good practice is 
the way that the Human Genome Project 
was accompanied from its inception by 
programmes to consider ethical, legal 
and social implications248. Another is the 
process that led to the Human Fertilisation 
and Embryology Authority (HFEA) being 
set up as a dedicated body to regulate an 
area of high impact and great sensitivity249. 
More recently, scientific institutions have 
championed the concept of ‘responsible 

innovation’, described by the UK’s 
Engineering and Physical Sciences 
Research Council (EPSRC), as “a process 
that seeks to promote creativity and 
opportunities for science and innovation 
that are socially desirable and in the public 
interest”, recognising that innovation can 
raise questions and dilemmas250. Drivers 
for such a process relating to interfaces 
include the creation of a group known 
as the Morningside Group that brings 
together scientists, engineers and others 
from industry, academia and international 
projects to propose priorities for 
government and international regulation251.

The ethics of

Ethical questions raised  
by neural interfaces

neurotechnology

66	 PERSPECTIVE – iHuman



How do the 
technologies affect 
what it means to  
be human?

They pose questions about human 
autonomy or ‘agency’. If we use neural 
interfaces to do something, is it us as 
humans doing it? Or is it the technology? 
In one sense, interfaces can increase 
our own agency by enabling individuals 
to improve performance in their work or 
leisure activities, but at the same time 
they cast doubt on the idea of the ‘self’ 
as a decision-maker. If implantable ‘smart’ 
technologies are making decisions within 
our bodies, do we as humans retain our 
own autonomy?

�

Should there be 
limitations on the use 
of neural interfaces?

�If neural interfaces can be voluntarily 
used to influence behaviour by 
individuals, then should these be 
prescribed by states? For example, 
should technologies that seek to help 
people eat more healthily be used by 
governments to reduce their public 
health bill? Then, should that power be 
extended for use in wider contexts, for 
example as sanctions in criminal justice? 
Conversely, in terms of proscribing 
applications rather than prescribing 
them, should there be ‘red lines’ beyond 
which interfaces are banned? And who 
would decide where such lines would be 
drawn?

The ethics of

Ethical questions raised  
by neural interfaces
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How might interfaces 
change our perception 
of ‘normality’?

�In the medical field, clinicians have 
demonstrated the use of interface 
therapies to help people restore what 
is seen as ‘normal’, ‘typical’ or ‘average’ 
ability or function. However, the concept 
of ‘normal’ itself is not universal, nor 
is ‘normality’ universally desired. For 
example, some people who are deaf 
challenge whether they need treatment 
when sign language provides them with 
a rich, expressive communication and 
implants can be a shock to the brain252. 
Another set of questions is raised by 
the use of interfaces to make people 
‘better than well’ – enhancing capabilities 
beyond the average. Should this be 
seen as promoting human flourishing, 
creating a new standard of ‘wellness’ – 
or as enhancement? Should a distinction 
be made between enhancement for 
personal fulfilment rather than personal 
or competitive advantage? In sport, 
many forms of chemical enhancement 
are against the rules; so should neural 
enhancement be allowed to confer 
advantages – either in sport or in 
other forms of competition – from job 
applications to exam grades or pub 
quizzes?

What are the key 
privacy issues 
associated with 
interfaces?

Interfaces present the opportunity to 
harvest vast amounts of physical and 
neural biodata. In these circumstances, 
how can privacy be preserved and use 
of personal data controlled? How can 
‘Big Brother’ style mental surveillance 
be avoided along with the psychological 
harm caused by the knowledge of 
being under surveillance? Or are there 
arguments that it should be allowed for 
those who are a risk to society? The 
Morningside Group recommends making 
opting-out of neural data-sharing the 
default choice253 – as does our ‘A Call to 
Action’.

The concept of 

‘normal’ itself is 

not universal, 

nor is ‘normality’ 

universally 

desired.
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Who should control access to neural interfaces 
and the data that they harvest? How should 
governments respond to the power of ‘Big 
Tech’?

Today, neural interfaces are being 
developed in different parts of the public 
and private sectors. While some research is 
publicly funded in universities and institutes, 
much of the momentum is being generated 
among well-funded start-ups founded by 
already successful entrepreneurs. ‘Big 
Tech’ companies are also entering the field, 
such as Facebook with its programme to 
explore typing by brain and Alphabet in 
its support of CTRL-Labs and Galvani254. 
The involvement of tech giants enables 
researchers to explore a wider range of 
options than they might otherwise. ‘We 
want people to do the thing that’s crazy, the 
thing that other people wouldn’t try’255 says 
Joe DeRisi, co-president of the $50 million 
CZ Biohub256 which funds research as part 
of the Chan Zuckerberg Initiative that has 
awarded around $1.5 billion in grants and 
venture investments since 2015257.

However, if such research leads to 
intellectual property and product 
development, these large businesses may 
acquire similar market power in interfaces 
and the data they gather as they possess 
now with regard to social media platforms. 
Indeed, such power would be multiplied 
if, for example, mood data from neural 
technologies was cross referenced with 
other personal data held and sold by ‘Big 
Tech’. Governments, regulators and the 
public need to ask if they believe such a 
level of control is acceptable, given the 
way that public trust in ‘Big Tech’ regarding 
privacy and access to data handling has 
fallen258, along with public concern about 
continuous neural interface data tracking 
and loss of control over data. If such power 
is not seen as acceptable, what measures 
might be put in place to promote beneficial 
behaviour among large companies, as well 
as to constrain market power and enable 
a wider range of large and small players to 
participate?
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How might interfaces exacerbate inequality?

Today, interfaces are available to relatively 
small groups of people, including 
enthusiasts who seek out headsets; those 
who can afford expensive therapies; and 
those chosen for trials of experimental 
treatments. As interfaces become more 
widely available, inequality could be 
worsened as access becomes more 
dependent on affordability. If cognitive 
enhancement confers a long-term 
advantage to users who can afford it, this 
increases inequity within generations; 

if those users are then better able to 
afford enhancement for their children, 
disadvantage is multiplied across 
generations. Should policymakers step in 
to prevent this? Or should they accept the 
process on the basis that earlier innovations 
such as cars or mobile phones were initially 
adopted by a wealthy few but ultimately 
became available on a mass-market scale? 
Or, should they look at ways to increase 
access for all?

If cognitive 

enhancement 

confers a long-

term advantage 

to users who 

can afford it, 

this increases 

inequity within 

generations; 

if those users 

are then better 

able to afford 

enhancement 

for their children, 

disadvantage is 

multiplied across 

generations.
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How might bias be an issue for neural interfaces?

Scientists and technologists need to be 
aware of risks of bias occurring in research 
and development related to neural 
technologies and associated scientific 
disciplines. For example, studies have 
identified and corroborated concerns that 
findings of psychological research have at 
times been unrepresentative as a result of 
relying on participants who are described 
by researchers as Western, educated, and 
from industrialised, rich and democratic 
countries (WEIRD)259. Research has also 
supported concerns that unrepresentative 
participant selection can result in biased 
outcomes outside medical trials260. For 
example, female crash test dummies were 
often smaller versions of male dummies 
that failed to replicate women’s different 

muscle mass and vertebrae spacing, 
resulting in higher injury risk for women261. 
More recently, ‘algorithmic bias’ has been 
found in artificial intelligence systems such 
as a system which correctly identified 
the gender of 99% of white men but only 
35% of dark-skinned women262. There 
have also been reports of wearable heart 
rate monitors working less well on darker 
skin263, 264. In terms of neural interfaces, 
inequality arising from unequal access 
could be exacerbated by bias if systems 
were designed based on uneven data – for 
example collecting more data from men 
than women265. Conversely, the likelihood 
of algorithmic bias can be reduced by 
ensuring interfaces are developed by – and 
tested on – diverse and inclusive groups. ■
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thoughts
Already, we are seeing examples of 
developments in neural interfaces being 
referred to in the press as ‘mind reading’. 
But do the technologies merit such a 
description? And how close are we to being 
able to read or transfer people’s thoughts 
or feelings?

Many of the technologies described in 
this Perspective could be classed as 
‘mind reading’ according to a very broad 
definition that includes the capacity 
to detect any impulse or simple signal 
from the brain using external hardware 
and software.

For example, in an experiment described as 
‘mind reading’ by the media, researchers 
at Columbia University were able to detect 
brain signals of participants listening to 
numbers being spoken and then reproduce 
the sounds of the spoken numbers 
from the brain activity using a vocoder 
that converts digital data to sound266. 
Researchers at the University of California, 

San Francisco have created equipment 
that converts neural activity into speech by 
decoding the instructions the brain sends 
to the tongue, lips, jaw and throat267. In a 
parallel experiment, researchers at Kyoto 
University detected the brain activity of a 
participant looking at a picture, typically 
an animal, and then converted the signals 
into an image that contained many of the 
shape and colour characteristics of the 
original picture268. Similarly, researchers 
at University of California, Berkeley 
have been able to decode detailed 
semantic information about a movie that 
participants were watching based solely on 
measurements of their brain activity269 (see 
illustration above, right).

Other studies have gone beyond decoding 
signals by transferring signals between 
participants. In one experiment two people 
wearing electroencephalography (EEG) 
caps focused on either a ‘yes’ or ‘no’ LED 
light in order to tell a third player who 
received their signals whether or not to 

Sharing

Are neural interfaces currently 
capable of ‘mind reading’?

Neural interfaces 

are still at 

the stage of 

detecting and 

transferring very 

simple signals...

They remain a 

long way from 

meeting a richer 

definition of 

‘mind reading’ 

as deciphering 

someone’s 

more complex 

cognitive 

processes and 

inner thoughts.
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rotate a block in a game of Tetris270. This 
followed earlier work in which a signal from 
the brain of a rat in the USA that had been 
trained to press a lever to receive water 
was transferred to the brain of another rat in 
Brazil that then pressed an identical lever271.

However, it is important to be clear that 
these projects, and the whole field of 
neural interfaces, are still at the stage of 
detecting and transferring very simple 
signals, individual yes/no choices or words. 
They remain a long way from meeting 
a richer definition of ‘mind reading’ as 
deciphering someone’s more complex 
cognitive processes and inner thoughts.

‘Mood reading’ not mind reading
What neural interfaces are currently 
capable of doing is detecting how 
we respond emotionally to stimuli, 
or ‘mood reading’. This capacity has 
been demonstrated in the laboratory272 
using simple technologies such as 
EEG and applied in contexts such as 

‘neuromarketing’, which companies use 
to detect favourable or unfavourable 
responses to advertisements among 
consumers273. Although less technically 
complex than decoding cognitive 
processes, ‘mood reading’ is 
comparable in terms of breaching  
privacy and represents an urgent  
issue because it is possible today.

It is evident that attempts to improve data 
privacy will grow in importance in years to 
come. The Royal Society report Privacy 
Enhancing Technologies in data analysis274 
highlighted a need for further research  
into these technologies and measures  
to encourage adoption. A programme  
of public dialogues commissioned by  
the Royal Society found participants 
specifically raised concerns about neural 
data gathered from the use of neural 
interfaces. This issue is covered further  
in the recommendations made in our  
‘A Call to Action’ ■
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“�Debates about risk are often highly 
technical while, at the same time, 
being as much about values and 
choices, about who benefits and who 
pays… When governance goes wrong, 
we can miss out on major potential 
benefits, or suffer needlessly.”

	�Mark Walport, Government Chief Scientific Adviser,  
2013 – 2017 275

The regulation
What should be allowed?

of neurotechnology

What kinds of 
regulation do neural 
interfaces require?

The main concern of regulators is safety, 
although they also make judgments on 
areas of efficacy and cost-effectiveness. 
Rapid advances in neural interface 
technology raise issues in three broad 
areas. The first is whether there is 
sufficient regulation of non-medical 
devices. The second is that of striking 
the right balance between support 
and scrutiny as manufacturers seek 
to bring potentially life-saving medical 
technologies to patients. Finally, there is 
a need to address the larger long-term 
ethical issues set out in the preceding 
section, including concerns over privacy, 
access to data, autonomy, unequal 
access and bias.

�
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of neurotechnology

What kinds of regulation exist currently  
for neural interfaces in the UK?

To be placed on the market, medical 
devices must be approved to carry a 
clinical ‘CE mark’ by one of four notified 
bodies. This mark shows that the devices 
adhere to requirements set out in the 
EU’s Medical Devices Regulation (MDR) 
including clinical evaluation, which may 
involve results of trials. Non-medical 
interfaces have historically faced much 
lighter regulation, having been able to 
gain a CE mark through ‘self-certification’. 
The MDR has now been extended to 
cover non-medical devices used for 
brain stimulation, such as transcranial 
magnetic stimulation (tDCS) headsets 
to enhance concentration. However, 
electroencephalography (EEG) headsets 
used for gaming and other non-medical 
devices remain outside the MDR’s scope 

and it will still be possible – and legal – to 
make a tDCS headset at home following 
online instructions. Beyond safety, the 
National Institute for Health and Care 
Excellence (NICE) in the UK assesses 
medical technologies for efficacy and 
cost-effectiveness, recommending 
whether devices should be available on 
the NHS and if so whether their use should 
be mandatory to ensure equitable access.

PERSPECTIVE – iHuman	  75



How might governments or regulators  
update regulation of medical devices? 

In medicine, neural interfaces are often 
not suited to the standard format for 
clinical evaluation known as ‘randomised 
controlled trials’ (RCTs), as their outcomes 
cannot be defined as clearly as for drugs, 
and conditions that interfaces are used to 
treat, such as strokes, vary from person 
to person. Consequently, many interface 
specialists advocate extending the use of 
alternatives to RCTs. 

These include use of ‘real-world data’ 
such as clinical outcomes and patients’ 
experiences, as well as ‘longitudinal trials’ 
which have no control group but instead 
focus on repeated observations of the 
same cohort of patients to see how their 
conditions respond to treatment over time.

�
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What options do governments have  
to address longer-term ethical issues?

An overarching principle might be to strive 
for ‘responsible innovation’ that recognises 
ethical issues and provides space to 
consider them. One option is to follow the 
Human Genome Project’s process and set 
up a programme to to monitor and make 
recommendations on the ethical, legal 
and social aspects of the technologies 
as they evolve276. Another is to start 
with a bespoke public inquiry that takes 
evidence from experts and interested 
parties and recommends further steps, 
such as legislation or institutions – a 
precedent for this approach being the 
establishment of the Human Fertilisation 
and Embryology Authority (HFEA). 

There is currently an appetite within the 
UK for exploring new approaches to 
technology regulation, which the Royal 
Society believes should be trialled on 
neural interface technologies. Whatever 
route is taken, many experts highlight 
the importance of being proactive in 
engaging the public early and often so 
that people learn about the issues in an 
informed and balanced way that provides 
context for media coverage which may 
be less dispassionate. This approach 
has been strongly supported by people 
from across Britain who have taken part 
in the programme of independent public 
dialogue commissioned by the Royal 
Society to complement this perspective. ■
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The Mollii Suit illustrates some of 
the issues presented by innovative 
medical interface therapies. It is 
a wetsuit-like stimulation garment 
designed at Sweden’s Karolinska 
Institute for use by people with 
conditions such as cerebral palsy 
and stroke. Costing approximately 
£4,000 and certified as safe with 
an EU CE mark277, it delivers low-
frequency electro-stimulation that 
prompts the body’s neurological 
reflexes278. Users have praised the 
product279, boosting sales to over 
1,000 worldwide280 on the basis of 
anecdotal evidence. However, the 

only formal clinical evidence thus 
far includes one peer-reviewed 
publication, a pilot trial of 27 people 
and a National Institute for Health 
and Care Excellence (NICE) briefing 
paper. NICE points to ‘uncertainties 
around the technology’ and lack 
of evidence from randomised 
controlled trials as reasons for 
currently not recommending funding 
through the NHS281. Hence the suit 
remains available only in the private 
sector, to those who can afford it. ■

Left:  
The Mollii Suit.  
© Inerventions  
AB Sweden.

Mollii 
Suit
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emerging
How capable are traditional regulatory 
frameworks of dealing with the ever-
changing and rapidly accelerating 
technology landscape?

Throughout the development of this 
report, clinicians have asserted that 
people are unable to access the best 
medical innovations quickly enough due 
to regulatory restrictions. At the same 
time, neural interfaces are being used 
by ‘brain-hackers’ with little regulatory 
constraint, despite limited understanding 
of the safety and efficacy of the devices.

The UK is internationally renowned 
for its regulatory system for science 
and technology. However, there is 
growing interest in the UK in taking a 
more proactive, anticipatory approach 
to regulating new technologies (as 
shown by work carried out by Ministerial 
Working Group for Future Regulation282, 
Nesta283, Wellcome284 and Department 
for Business, Energy and Industrial 
Strategy285). The UK has announced a 
partnership with the World Economic 
Forum, which will ‘… push forward a 
modern “agile” regulatory approach 
that fosters innovation while protecting 
customers’286.

Neural interfaces and the future of

technology regulation

Far Left:  
‘The Brainbow’ is a 
method of illuminating 
and tracing the 
axons and dendrites 
connecting neurons to 
each other. Featured 
image shows the 
cerebral cortex of a 
mouse produced by 
Livet et al., Nature, 2007 
by Tamily Weissman.

Left:  
Image of a ‘cortical slice’ 
© YusteLab Columbia 
University.
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As set out in our ‘A Call to Action’, we 
believe that neural interfaces offer 
the ideal suite of technologies for the 
UK to explore and shape new forms 
of technology regulation.

Neural interfaces encompass a broad 
and interdisciplinary field. As well as 
having huge, transformative potential for 
medical use, the technology is already of 
great interest to gaming and the creative 
industries more broadly, as well as 
consumer robotics and well-being.

Using neural interfaces as a test case for 
new approaches to technology regulation 
would allow the UK to become a centre 
of innovation in neural interfaces. The 
UK currently lags behind the USA in the 
development of neural interfaces and the 
US Food and Drug Administration recently 
issued draft regulatory guidance that seeks 
to further accelerate medical applications 
of the technologies and investment in the 
field287. Taking an anticipatory approach 

would aim to bridge this gap, ensuring 
that start-ups and specialists both relocate 
to, and are developed in, the UK. At the 
same time, it would allow the UK to drive 
forward the responsible and ethical use of 
neural interfaces, covering both medical 
applications and interfaces that fall outside 
the scope of medical regulation.

Positive steps are being taken in regard to 
many aspects of this agenda. For example, 
NICE has published a new Evidence 
Standards Framework for Digital Health 
Technologies288. The Department of Health  
& Social Care has issued a Code  
of Conduct for data-driven health and care 
technology, which includes, for example, 
making security of data integral to system 
design and being transparent about how 
algorithms work289. The section ‘A Call 
to Action’ that follows suggests ways to 
build on such work through a co-ordinated 
national effort to realise the potential 
of neural interface technologies while 
managing the associated risks. ■

Above:  
A close-up image 
of a slice of the 
hippocampus, an  
area of the brain 
associated with 
memory. © YusteLab 
Columbia University.
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These recommendations all fall under 

one central proposal that the UK 

should use neural interfaces as a test 

case for a new democratised and 

anticipatory approach to promoting 

emerging technologies. Below we 

set out a set of principles that could 

be applied internationally, along with 

recommendations for specific practices 

to implement those principles in the UK. 

This joined-up approach would seek to 

stimulate innovation in the field, while 

constructing responsible regulation 

around the technology as it develops.

To achieve this aim, we recommend:
•	 �The UK develop a ‘Neural Interface Ecosystem’ to 

accelerate the development of the technologies 
in the UK and encourage multidisciplinary 
collaboration across industries.

•	 �An ‘early and often’ approach to addressing the 
ethical considerations of the field.

•	 �The UK trial new approaches to technology 
regulation on neural interface technologies. These 
could include the use of regulatory ‘sandboxes’ – in 
which innovators can test products in a controlled 
environment with limited regulation – and new 
ways of gathering evidence about the efficacy of 
medical devices. 

•	 �The general public be given a clear voice in 
shaping the future of neural interface regulation. 
Furthermore, the processes of consultation, 
regulation and policy choices be designed so that 
the public‘s voice has an impact on them. This 
should include a key role for public consultation 
in developing regulatory frameworks and public 
representation on relevant advisory boards.

principles and practices

A call  
to action
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PRINCIPLES PRACTICES

Action to create a ‘neural interface ecosystem’ to accelerate the development of the technologies in the 
UK. This ecosystem would be underpinned by progress in digital technologies which will drive progression 
in neural interface applications. Such an ecosystem would bring together scientists, clinicians, game 
developers, sensor development communities, artists, policymakers, investors, funders, regulators, 
members of the public and others in a collaborative network which promotes cross-fertilisation across 
industries.

•	 �The Department for Business, Energy & Industrial Strategy (BEIS) should consider making neural 
interfaces a Grand Challenge.

•	 �Innovate UK should consider funding a ‘UK Centre for Neural Interfaces’, to be run with a similar remit 
to that of ‘Immerse UK’ for virtual reality. A specific goal might be to support collaboration between the 
medical and gaming communities. It is suggested that at least 10% of board members overseeing the 
centre should be members of the general public. 

•	 �UKRI is encouraged to support members of the ecosystem to develop ways of treating mental health 
conditions with neural interfaces; these are currently under-represented in medical applications of the 
technology.

The ecosystem should develop consensus standards to accelerate the commercialisation and scale up 
and to build trust with investors, regulators and consumers.

•	 �The British Standards Institute (BSI) should consider having an active role in engaging with the 
ecosystem to help create internationally-recognised standards for the emerging field. One early focus 
could be the safety of interfaces not covered by medical device regulation.

The ecosystem should actively encourage inclusivity and diversity in both those developing neural 
interfaces and those the devices are being tested upon. Doing so would help address issues of bias and 
mitigate against the potential of neural interfaces to drive inequality.

•	 �In annual reports, the ‘UK Centre for Neural Interfaces’ (see above) should assess the state of diversity 
and inclusion in the emerging field.

•	 �The ecosystem should develop specific industry-led standards that ensure diversity  in participants 
who trial neural interfaces.

•	 �The ecosystem should encourage and facilitate auditing to assess the diversity of training datasets that 
neural interfaces are built upon. This would aim to ensure that the technology works equally as well for 
users regardless of their gender, ethnicity or socio-economic status.

Neural Interface ecosystem  
in the UK
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PRINCIPLES PRACTICES

Constructing appropriate ethical guidelines for neural interfaces will take time, experimentation 
and public consultation, with key issues being brought up early and often throughout.

The proposals put forward by the Morningside Group could act as a ‘sticking plaster’, temporarily 
safeguarding against many of the worst-case uses of neural interfaces while such guidelines 
are developed.

•	 �Urgent consideration by government of the proposals of the Morningside Group, who bring together 
scientists, engineers and others from industry, academia and international projects to propose priorities 
for government and international regulation of neurotechnologies. These include making opting out 
of neural data-sharing the default choice; defining prohibited actions similar to the Convention for the 
Protection of All Persons from Enforced Disappearance; stringent regulation of military technology; and 
steps to counter bias in neural devices290.

A national investigation on ethical issues raised by neural interfaces is required. It should encompass a 
programme of public, industry, and academic engagement, and funding calls which prioritise exploring 
the ethics of neural interfaces. The overall aim of the approach should be to recommend standards and 
safeguards for future development of the field and to guide regulatory choice and policymaking.

•	 �The UK government might commission Sciencewise to carry out public dialogue to inform government 
decision-making on the future development and regulation of neural interfaces.

•	 �The Department for Digital, Culture, Media & Sport (DCMS) and The Centre for Data Ethics and Innovation 
could launch a consultation on the ethics of neural interfaces, engaging the public, academia, business 
and regulators seeking to promote best practice and address gaps in the regulatory landscape.

•	 �UKRI should consider developing a funding call to explore the ethics of neural interfaces.

International frameworks should be able to define the direction of the field rather than so-called ‘Big 
Tech’ (Google, Amazon, Facebook, Apple, Microsoft).

•	 �Insights from the proposed public consultation could be used by The Centre for Data Ethics and 
Innovation to inform the construction of an International Regulatory Framework for Neural Interfaces.

As these technologies develop, protecting the privacy of users should be a key priority for the field of 
neural interfaces.

A programme of public dialogues commissioned by The Royal Society found participants raised 
concerns about everything being tracked in today’s society and losing control over their data, particularly 
to companies. They expressed a desire for transparency about who is gathering the data and for what 
purpose, as well as about the pros and cons of the applications. 

These recommendations aim to avoid a situation whereby technology companies freely cross-reference 
neural data gathered from interfaces, such as data about someone’s emotional mood, with other 
personal data held and sold, such as that about social media use.

•	 �Technology companies driving innovation in neural interfaces, especially those from ‘Big Tech’, should 
develop open codes of conduct concerning how to protect the privacy of users, particularly in relation 
to what happens to the neural data that the technologies produce. The Royal Society recommends 
these include:

−− �The default choice for users of neural interfaces being ‘opting out’ of sharing their neural data.  
In the UK, this could be considered by the National Data Guardian for Health and Social Care. 

−− �The full functionality of neural interfaces should not be withheld from users who do opt out of 
neural data-sharing.

−− �Measures should exist to ensure that when users do opt in to neural data-sharing, they are doing 
so on the basis of transparency about what the data is being used for and who will have access  
to it, as well as what safeguards are in place.

Ethics 
Towards an ‘early and often’ approach
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PRINCIPLES PRACTICES

Neural interfaces offer the ideal suite of technologies for the UK to explore and shape new forms of 
technology regulation.

•	 �BEIS, the Better Regulation Executive (BRE) and the Department for Health and Social Care (DHSC) 
are encouraged to adopt neural interfaces as a test case with which to explore new approaches to 
emerging technology regulation.

Regulators should be enabled to experiment in their approach to neural interfaces, particularly in 
involving the public and those with specialist knowledge in designing guidelines and rules.

•	 �BEIS could consider starting a new round of the Regulators Pioneer Fund, focusing on participatory 
approaches to constructing regulation of the use of neural interfaces.

Regulation cannot be so onerous, complicated and expensive that it allows ‘Big Tech’ to dominate the 
emerging field.

•	 �The Medicines and Healthcare products Regulatory Agency (MHRA) could develop a regulatory 
‘sandbox’ for neural interfaces with medical applications, focusing on start-ups.

The UK should take the lead in creating a new ‘device friendly’ approvals and regulation system. Work 
should continue to develop and use new means of gathering evidence on the efficacy of devices, such 
as ‘real-world data’, as alternatives to randomised controlled trials (RCTs).

•	 �Development of a new approvals and regulation system for neural interfaces might be coordinated 
by MHRA, The Health Research Authority (HRA) and NHSX, a new joint organisation for digital, data 
and technology. 

Trialling new approaches  
to technology regulation on neural interfaces

88	 PERSPECTIVE – iHuman
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