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The adequate measurement of abstract constructs is perhaps the greatest 

challenge to understanding the behavior of people in organizations. Problems with the 

reliability and validity of measures used on survey questionnaires continue to lead to 

difficulties in interpreting the results of field research. Price and Mueller suggest that 

measurement problems may be due to the lack of a well-established framework to guide 

researchers through the various stages of scale development. This article provides a 

conceptual framework and a straightforward guide for the development of scales in 

accordance with established psychometric principles for use in field studies 

 

Introduction 

In an extensive review of the organizational behavior literature, Hinkin (1995) found 

that inappropriate domain sampling, poor factor structure, low internal consistency reliability 

and poor reporting of newly developed measures continue to threaten our understanding of 

organizational phenomena. The creation of flawed measures may be due in part to the lack of a 

well-established framework to guide researchers through the various stages of scale 

development (Price & Mueller, 1986). If researchers determine that no measure exists with 

which to assess a particular phenomenon and decide to develop a new measure, some 

direction in scale development should prove useful. The importance of sound measurement is 

stated succinctly by Schoenfeldt (1984): “The construction of the measuring devices is perhaps 

the most important segment of any study. Many well-conceived research studies have never 

seen the light of day because of flawed measures” (p. 78). 

Perhaps the greatest difficulty in conducting research in organizations is assuring the 

accuracy of measurement of the constructs under examination (Barrett, 1972). A construct is a 

representation of something that does not exist as an observable dimension of behavior, and 

the more abstract the construct, the more difficult it is to measure (Nunnally, 1978). Because 

researchers studying organizational behavior rely most heavily on the use of questionnaires as 

the primary means of data collection (Stone, 1978), it is crucial that the measures on these 

survey instruments adequately represent the constructs under examination. 

The purpose of this article is to provide a conceptual framework and a straightforward 

guide for the development of scales in accordance with established psychometric principles for 



use in survey research. The article is directed toward those readers who may have limited 

knowledge or methodological expertise in the scale development process but who are 

somewhat familiar with many of the various statistical concepts and methods to be described 

herein. As such, no attempt will be made to describe any of the recommended techniques in 

great depth. Rather, the focus will be on the order in which the various analyses should be 

undertaken, potential problems that may arise, recommendations for reporting results, and 

ways in which the process may be made more effective. For the sake of brevity, the discussion 

will be oriented around one alternative in a step, but mention will be made of alternative ways 

of executing a particular step in the process. The article will describe the development of 

measures consisting of multiple scales. The process would be the same, although less complex, 

for developing a single, multi-item scale. Supplementary readings will often be recommended 

to provide the reader with the opportunity to examine discussed techniques in greater detail. A 

model for the scale development process is presented in Figure 1. 

The Scale of Development Process 

Many criteria have been proposed for assessing the psychometric soundness of 

measurement instruments. The American Psychological Association (APA, 1995) states that an 

appropriate operational definition of the construct a measure purports to represent should 

include a demonstration of content validity, criterion-related validity, and internal consistency. 

Together, these provide evidence of construct validity—the extent to which the scale measures 

what it is purported to measure. There are three major aspects of construct validation: (a) 

specifying the domain of the construct, (b) empirically determining the extent to which items 

measure that domain, and (c) examining the extent to which the measure produces results that 

are predictable from theoretical hypotheses (Nunnally, 1978). Construct validity forms the link 

between theory and psychometric measurement (Kerlinger, 1986), and construct validation is 

essential for the development of quality measures (Schmitt & Klimoski, 1991). Each stage of the 

process described below will contribute to increasing the confidence in the construct validity of 

the new measure. 

Step 1: Item Generation 

The first stage of scale development is the creation of items to assess the construct 

under examination. The key to successful item generation is the development of a well-

articulated theoretical foundation that would indicate the content domain for the new 

measure. At this point, the goal of the researcher is to develop items that will result in 

measures that sample the theoretical domain of interest to demonstrate content validity. 

Domain sampling theory states that it is not possible to measure the complete domain of 

interest, but that it is important that the sample of items drawn from potential items 

adequately represents the construct under examination (Ghiselli, Campbell, & Zedeck, 1981). 

Once a thorough understanding of the theoretical foundation for the potential measure 

has been developed, there are several ways in which preliminary items may be created. The  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

following discussion will cover two of these approaches. The first is deductive, sometimes called 

logical partitioning or classification from above. The second method is inductive, known also as 

grouping, or classification from below (Hunt, 1991). Both of these techniques have been used 

by organizational researchers, and the scale developers must decide which is most appropriate 

in their particular situation. Each method will be briefly discussed below. 

Deductive 

Deductive scale development derives its name from the fact that the theoretical 

foundation provides enough information to generate the initial set of items. This approach 



requires an understanding of the phenomenon to be investigated and a thorough review of the 

literature to develop the theoretical definition of the construct under examination. The 

definition is then used as a guide for the development of items (Schwab, 1980). For example, 

expert power might be defined as “the ability to administer to another information, knowledge, 

or expertise.” Items then may be generated from this definition, being sure that they are 

worded consistently in terms of describing a single behavior or an affective response. 

Advantages and disadvantages. An advantage of the deductive approach to scale 

development is that if properly conducted, it will help to assure content validity in the final 

scales. Through the development of adequate construct definitions, items should capture the 

domain of interest. The disadvantages of the deductive approach are that it is very time-

consuming and requires that researchers possess a working knowledge of the phenomena 

under investigation. In exploratory research, it may not be appropriate to attempt to impose 

measures onto an unfamiliar situation. In most situations in which theory does exist, the 

deductive approach would be most appropriate. (For an example of this approach, see Ironson, 

Smith, Brannick, Gibson, & Paul, 1989; Viega, 1991.) 

Inductive 

The inductive approach may be appropriate when the conceptual basis for a construct 

may not result in easily identifiable dimensions for which items can then be generated. 

Researchers usually develop scales inductively by asking a sample of respondents to provide 

descriptions of their feelings about their organizations or to describe some aspect of behavior. 

An example might be, “Describe how your manager communicates with you.” Responses are 

then classified into a number of categories by content analysis based on key words or themes 

(see Williamson, Karp, Dalphin, & Gray, 1982) or a sorting process such as the Q-Sorting 

technique with an agreement index of some type, usually using multiple judges (see Anderson 

& Gerbing, 1991; Kerlinger, 1986). From these categorized responses, items are derived for 

subsequent factor analysis. 

Advantages and disadvantages. This approach may be very useful when conducting 

exploratory research and when it is difficult to generate items that represent an abstract 

construct. The challenge arises, however, when attempting to develop items by interpreting the 

descriptions provided by respondents. Without a definition of the construct under examination, 

it can be difficult to develop items that will be conceptually consistent. This method requires 

expertise in content analysis and relies heavily on post hoc factor analytical techniques to 

ultimately determine scale construction, basing factor structure and, therefore, scales on item 

covariance rather than similar content. Although items may load on the same factor, there is no 

guarantee that they measure the same theoretical construct or come from the same sampling 

domain (Cortina, 1993). The researcher is compelled to rely on some theoretical framework, 

with little assurance that obtained results will not contain items that assess extraneous content 

domains (Schriesheim & Hinkin, 1990). This technique also makes the appropriate labeling of 



factors more difficult (Ford, MacCallum, & Tait, 1986). (For an example of this approach, see 

Butler, 1991; Kipnis, Schmidt, & Wilkinson, 1980.) 

Item Development 

There are a number of guidelines that one should follow in writing items. Statements 

should be simple and as short as possible, and the language used should be familiar to target 

respondents. It is also important to keep all items consistent in terms of perspective, being sure 

not to mix items that assess behaviors with items that assess affective responses (Harrison & 

McLaughlin, 1993). Items should address only a single issue; “double-barreled” items such as 

“My manager is intelligent and enthusiastic” should be not be used. Such items may represent 

two constructs and result in confusion on the part of the respondents. Leading questions 

should be avoided, as they may bias responses. Items that all respondents would answer 

similarly should not be used, as they will generate little variance. The issue of negatively 

worded, reverse- scored items has stimulated much discussion and has strong proponents both 

for and against their use. Some researchers argue that the use of reverse-scored items may 

reduce response set bias (e.g., Price & Mueller, 1986). Others, however, have found that the 

use of a few of these items randomly interspersed within a measure may have a detrimental 

effect on psychometric properties of a measure (Harrison & McLaughlin, 1991). If the 

researcher does choose to use reverse-scored items, they must be very carefully worded to 

assure appropriate interpretation by respondents, and careful attention should be paid to 

factor loadings and communalities at the factor analytical stage of scale development 

(Schriesheim, Eisenbach, & Hill, 1989). (For a more detailed discussion of writing items, see 

Edwards, 1957; Warwick & Lininger, 1975). 

Content Validity Assessment 

After items have been generated, they should be subjected to an assessment of content 

validity. This process will serve as a pretest, permitting the deletion of items that are deemed to 

be conceptually inconsistent. There seems to be no generally accepted quantitative index of 

content validity of psychological measures, and judgment must be exercised in validating a 

measure (Stone, 1978). Methods do exist, however, to examine the consistency of judgments 

with respect to content validity. 

Perhaps the most contemporary approach is that developed by Schriesheim and 

colleagues (Schriesheim, Powers, Scandura, Gardiner, & Lankau, 1993). The first step is to 

administer a set of items that have been developed to measure various constructs, along with 

definitions of these various constructs, to respondents. All items are included on every page, 

with a different definition at the top of each page. Respondents are then asked to rate on a 

Likert-type scale the extent to which each item corresponds to each definition. Schriesheim et 

al. (1993) also included a “does not match any definition” option but eliminated this category 

from analysis as responses to this were very infrequent. A Q-correlation matrix (item by item) 

of the data was then calculated, and that matrix was subjected to principal components 



analysis, extracting the number of factors corresponding to the theoretical dimensions under 

examination. Those items that met Ford et al.’s (1986) heuristic guideline for factor loadings .40 

or greater on the appropriate factor with no major cross loadings were judged as meaningful 

and representative of the construct under examination. 

A second recent advance in establishing content validity is the technique of substantive 

validity analysis developed by Anderson and Gerbing (1991). They propose two indexes to 

assess substantive validity. The first is the proportion of respondents who assign an item to its 

intended construct. The second is the degree to which each rater assigned an item to its 

intended construct. The latter index can be tested for statistical significance. This technique 

allows a researcher to pretest items with small samples to quantitatively identify items that 

would be retained for use in field research and subsequent confirmatory factor analysis. 

A similar technique of assessing content validity is to provide naive respondents with 

construct definitions, asking respondents to match items with their corresponding definition, 

also providing an “unclassified” category for items that are determined not to fit one of the 

definitions. This technique was employed recently by MacKenzie, Podsakoff, and Fetter (1991; 

see Hinkin, 1985, for a detailed description of this process). An acceptable agreement index—

the percentage of respondents who correctly classify an item (minimum of 75%)—must be 

determined prior to administration of the items and definitions. Alternate forms with items in 

varying order should be used to maximize the efficacy of the sorting process. 

Although none of these techniques will guarantee that content validity has been 

obtained, they will provide evidence of “content adequacy” as described by Schriesheim et al. 

(1993). The retained items should represent a reasonable measure of the construct under 

examination and reduce the need for subsequent scale modification. In the content validity 

assessment, it may be appropriate to use a small sample of students as this is a cognitive task 

not requiring an understanding of the phenomena under examination (Anderson & Gerbing, 

1991; Schriesheim et al., 1993). 

Number of Items 

A very common question in scale construction is, “How many items?” There are no 

hard-and-fast rules guiding this decision, but keeping a measure short is an effective means of 

minimizing response biases caused by boredom or fatigue (Schmitt & Stults, 1985; Schriesheim 

& Eisenbach, 1990). Additional items also demand more time in both the development and 

administration of a measure (Carmines & Zeller, 1979). Harvey, Billings, and Nilan (1985) 

suggest that at least four items per scale are needed to test the homogeneity of items within 

each latent construct. Adequate internal consistency reliabilities can be obtained with as few as 

three items (Cook et al., 1981), and adding items indefinitely makes progressively less impact 

on scale reliability (Carmines & Zeller, 1979). It is difficult to improve on the internal consistency 

reliabilities of five appropriate items by adding items to a scale (Hinkin, 1985; Hinkin & 

Schriesheim, 1989; Schriesheim & Hinkin, 1990). Cortina (1993) found that scales with many 



items may have high internal consistency reliabilities even if item intercorrelations are low, an 

argument in favor of shorter scales with high internal consistency. It is also important to assure 

that the domain has been adequately sampled, as inadequate sampling is a primary source of 

measurement error (Churchill, 1979). As Thurstone (1947) points out, scales should possess 

simple structure, or parsimony. Not only should any one measure have the simplest possible 

factor constitution, but any scale should require the contribution of a minimum number of 

items that adequately tap the domain of interest. These findings would suggest that the 

eventual goal will be the retention of four to six items for most constructs, but the final 

determination must be made only with accumulated evidence in support of the construct 

validity of the measure. It should be anticipated that approximately one half of the created 

items will be retained for use in the final scales, so at least twice as many items as will be 

needed in the final scales should be generated to be administered in a survey questionnaire. 

Item Scaling 

With respect to scaling the items, it is important that the scale used generate sufficient 

variance among respondents for subsequent statistical analyses (Stone, 1978). Although there 

are a number of different scaling techniques available, such as Guttman and Thurstone, Likert-

type scales are the most frequently used in survey questionnaire research (Cook et al., 1981) 

and are the most useful in behavioral research (Kerlinger, 1986). They also are most suitable for 

use in factor analysis. Although researchers have used 7-point and 9-point scales, Likert (1932) 

developed the scales to be composed of five equal appearing intervals with a neutral midpoint, 

such as strongly disagree, disagree, neither agree nor disagree, agree, strongly agree. 

Coefficient alpha reliability with Likert scales has been shown to increase up to the use of five 

points, but then it levels off (Lissitz & Green, 1975). Accordingly, it is suggested that the new 

items be scaled using 5-point Likert-type scales. If the scale is to be assessing frequency in the 

use of a behavior, it is very important that the researcher accurately benchmark the response 

range to maximize the obtained variance on a measure (Harrison & McLaughlin, 1991). For 

example, if available responses range from once to five or more times on a behavior that is very 

frequently used, most respondents will answer at the upper end of the range, resulting in 

minimal variance and the probable elimination of an item that might in fact have been 

important but was scaled incorrectly. (For an in-depth discussion of item scaling, see Bass, 

Cascio, & O’Connor, 1974.) 

Summary 

Reporting the manner in which items are derived is very important. The items must be 

clearly linked to the theoretical construct being assessed. Relationships that may seem obvious 

to the researcher due to immersion in the content area may not be as apparent to reviewers 

and readers. Investing the time and effort in assessing content adequacy in the beginning of a 

research project can minimize later problems with poor psychometric properties in a new 

measure. Keeping in mind that the final scales should be composed of four to six items each, 



the larger the number of items that have demonstrated “content adequacy” (Schriesheim et al., 

1993) the better for the next step in the scale development process. 

Step 2: Questionnaire Administration 

In this stage of scale development, the researcher will use the items that have survived 

the content validity assessment described above to measure the construct under examination. 

The items should now be presented to a sample representative of the actual population of 

interest, such as managers or employees, with the objective of examining how well those items 

confirmed expectations regarding the psychometric properties of the new measure. (For a 

detailed discussion of sampling techniques, see Stone, 1978.) The new items should be 

administered along with other established measures to examine the “nomological network”—

the relationship between existing measures and the newly developed scales. If possible, it 

would be advantageous to collect information from sources other than the respondent to 

ameliorate the common source/common method concerns raised when collecting data from a 

single source. For example, performance data or peer assessment might be appropriate for use. 

Theory should dictate those variables with which the new measures should correlate or be 

independent. These other measures will be used later in subsequent analyses to provide 

preliminary evidence of criterion-related, convergent, and discriminant validity and, hence, the 

construct validity of the new scales. 

Sample Size 

In the scale development process, it will be necessary to use several independent 

samples. In the content validity pretest step of the process, both Schriesheim et al. (1993) and 

Anderson and Gerbing (1991) have suggested that small samples may be appropriate for their 

analyses, the former using a sample of 65 and the latter using two samples of 20. There has 

been substantial debate over the sample size needed to appropriately conduct tests of 

statistical significance. The results of many multivariate techniques can be sample specific, and 

increases in sample size may ameliorate this problem (Schwab, 1980). As sample size increases, 

the likelihood of attaining statistical significance increases, and it is important to note the 

difference between statistical and practical significance (Cohen, 1969). Both exploratory and 

confirmatory factor analysis, discussed below, have been shown to be particularly susceptible 

to sample size effects. Use of large samples assists in obtaining stable estimates of the standard 

errors to assure that factor loadings are accurate reflections of the true population values. At 

this stage of scale development, the researcher must ensure that data are collected from a 

sample of adequate size to appropriately conduct subsequent analyses. Recommendations for 

item-to-response ratios range from 1:4 (Rummel, 1970) to at least 1:10 (Schwab, 1980) for each 

set of scales to be factor analyzed. Based on the latter recommendation, if 30 items were 

retained to develop three measures, at least 300 respondents would be needed for data 

collection. Recent research, however, has found that in most cases, a sample size of 150 

observations should be sufficient to obtain an accurate solution in exploratory factor analysis as 

long as item intercorrelations are reasonably strong (Guadagnoli & Velicer, 1988). For 



confirmatory factor analysis, a minimum sample size of 200 has been recommended (Hoelter, 

1983). It is suggested that the more conservative approach of at least 200 respondents be 

adopted for factor analysis. As the number of items increases, it may be necessary to increase 

the number of respondents. With larger samples, smaller differences tend to be detectable as 

more than mere sampling fluctuation (Hayduk, 1987). 

Summary 

It is at this stage that the researcher collects data to both evaluate the new measure’s 

factor structure and also for subsequent examination of convergent, discriminant, and 

criterion-related validity with other measures. Selection of an appropriate type of sample is 

very important to assure enough variance in responses and avoid the effects of an idiosyncratic 

context. The sample used for the subsequent data collection should be of adequate size and be 

representative of the population of interest and be clearly described. 

Step 3: Initial Item Reduction 

Exploratory Factor Analysis 

Once the data have been collected, it is recommended that factor analysis is used to 

further refine the new scales. Factor analysis allows the reduction of a set of observed variables 

to a smaller set of variables. This creates a more parsimonious representation of the original set 

of observations providing evidence of construct validity (Guadagnoli & Velicer, 1988). Because 

the principal-components method of analysis mixes common, specific, and random error 

variances, a common factoring method such as principal axis is recommended (Ford et al., 

1986; Rummel, 1970). Prior to conducting the factor analysis, the researcher may find it useful 

to examine the interitem correlations of the variables, and any variable that correlates at less 

than .4 with all other variables may be deleted from the analysis (Kim & Mueller, 1978). A key 

assumption in the domain sampling model is that all items belonging to a common domain 

should have similar average intercorrelations. Low correlations indicate items that are not 

drawn from the appropriate domain and that are producing error and unreliability (Churchill, 

1979). 

The number of factors to be retained depends on both underlying theory and 

quantitative results. The researcher should have a strong theoretical justification for 

determining the number of factors to be retained, and the examination of item loadings on 

latent factors provides a confirmation of expectations. Eigenvalues of greater than 1 (Kaiser 

criterion) and a scree test of the percentage of variance explained (see Cattell, 1966) should be 

used to support the theoretical distinctions. If the items have been carefully developed, the 

number of factors that emerge on both Kaiser and scree criteria should equal the number of 

scales being developed. The intent is to develop scales that are reasonably independent of one 

another, so an orthogonal rotation is recommended for this analysis. 



Keeping in mind that parsimony and simple structure are desired for the scales, the 

researcher should retain only those items that clearly load on a single appropriate factor. The 

objective is to identify those items that most clearly represent the content domain of the 

underlying construct. There are no hard-and-fast rules for this, but the .40 criterion level 

appears most commonly used in judging factor loadings as meaningful (Ford et al., 1986). A 

useful heuristic might be an appropriate loading of greater than .40 and/or a loading twice as 

strong on the appropriate factor than on any other factor. It may also be useful to examine the 

communality statistics to determine the proportion of variance in the variable explained by 

each of the items, retaining the items with higher communalities. The percentage of the total 

item variance that is explained is also important; the larger the percentage the better. Once 

again, there are no strict guidelines, but 60% could serve as a minimum acceptable target. At 

this stage, inappropriately loading items can be deleted, and the analysis repeated, until a clear 

factor structure matrix that explains a high percentage of total item variance is obtained. (For 

an in-depth discussion of factor analysis, see Ford et al., 1986; Kim & Mueller, 1978.) 

Internal Consistency Assessment 

Reliability is the accuracy or precision of a measuring instrument and is a necessary 

condition for validity (Kerlinger, 1986). The reliability of a measure should be assessed after 

unidimensionality has been established (Gerbing & Anderson, 1988). Reliability may be 

calculated in a number of ways, but the most commonly accepted measure in field studies is 

internal consistency reliability using Cronbach’s alpha (Price & Mueller, 1986). Use of this 

statistic is also recommended when used in conjunction with factor analysis (Cortina, 1993). At 

this step, the internal consistency reliabilities for each of the new scales is calculated. A large 

coefficient alpha (.70 for exploratory measures; Nunnally, 1978) provides an indication of 

strong item covariance and suggests that the sampling domain has been captured adequately 

(Churchill, 1979). If the number of retained items at this stage is sufficiently large, the 

researcher may want to eliminate those items that will improve or not negatively affect the 

reliability of the scales. This step is justified because the unidimensionality of individual scales 

has been established through the factor analyses previously conducted. Carmines and Zeller 

(1979) point out that the addition of items makes progressively less of an impact on the 

reliability and may in fact reduce the reliability if the additional items lower the average 

interitem correlation. Cortina (1993) found that alpha is very sensitive to the number of items 

in a measure, and that alpha can be high in spite of low item intercorrelations and 

multidimensionality. This suggests that .70 should serve as an absolute minimum for newly 

developed measures, and that through appropriate use of factor analysis, the internal 

consistency reliability should be considerably higher than .70. Most statistical software 

packages produce output that provides reliabilities for scales with individual items removed. At 

this stage, it is possible to retain those items that contribute to the internal consistency 

reliability and adequately capture the sampling domain. Reporting internal consistency 

reliability should be considered absolutely necessary. 



Summary 

Once again, reporting of results is very important in the development of a new measure. 

Ford et al. (1986) have made specific recommendations regarding reporting factor analytical 

results that bear repeating more than 10 years later. They suggest that “information that 

should be presented includes the 

a. factor model; 

b. method of estimating communalities (if applicable); 

c. method of determining the number of factors to retain; 

d. rotational method; 

e. strategy of interpreting factors; 

f. eigenvalues for all factors (if applicable); 

g. percentage of variance accounted for (if using orthogonal rotation); 

h. complete factor loading matrix; 

i. descriptive statistics and correlation matrix if the number of variables is small; 

j. computer program package; 

k. method of computation of factor scores; 

l. pattern matrix and interfactor correlations when oblique rotation is used.” 

 (p. 311) 

Internal consistency reliability is a necessary but not sufficient condition for construct 

validity (APA, 1995) and should be clearly reported for all measures in a study. The focus of this 

section has been on a single type of reliability assessment, but this by no means is suggesting 

that researchers should not attempt to assess the reliability of a measure with other means, 

particularly test-retest reliability. 

Step 4: Confirmatory Factor Analysis 

If the above steps are all carefully followed, it is highly likely that the new scales will be 

internally consistent and possess content validity. One of the weaknesses of typical factor 

analytical techniques is their inability to quantify the goodness of fit of the resulting factor 

structure (Long, 1983). Items that load clearly in an exploratory factor analysis may 

demonstrate a lack of fit in a multiple-indicator measurement model due to lack of external 

consistency (Gerbing & Anderson, 1988). A computer program such as LISREL provides a 

technique allowing the researcher to assess the quality of the factor structure by statistically 

testing the significance of the overall model and of item loadings on factors. This affords a 



stricter interpretation of unidimensionality than does exploratory factor analysis. In scale 

development, confirmatory factor analysis should be just that—a confirmation that the prior 

analyses have been conducted thoroughly and appropriately. 

It is recommended that confirmatory factor analysis be conducted using the item 

variance-covariance matrix computed from data collected from an independent sample. 

Differences in item variances are lost in the analysis of correlations because all variables are 

standardized to a common variance (Harvey et al., 1985). If the initial sample was large enough, 

it may be possible to split the sample randomly in halves and conduct parallel analyses for scale 

development, using exploratory and confirmatory factor analyses (Krzystofiak, Cardy, & 

Newman, 1988). The purpose of the analysis is twofold. First, to assess the goodness of fit of 

the measurement model comparing a single common factor model with a multitrait model with 

the number of factors equal to the number of constructs in the new measure (Joreskog & 

Sorbom, 1989). The multitrait model restricts each item to load only on its appropriate factor. 

The second purpose it to examine the fit of individual items within the specified model using 

the modification indices and t values. 

The chi-square statistic permits the assessment of fit of a specific model as well as the 

comparison between two models. The smaller the chi-square the better the fit of the model. It 

has been suggested that a chi-square two or three times as large as the degrees of freedom is 

acceptable (Carmines & Mclver, 1981), but the fit is considered better the closer the chi-square 

value is to the degrees of freedom for a model (Thacker, Fields, & Tetrick, 1989). A 

nonsignificant chi-square is desirable, indicating that differences between the model-implied 

variance and covariance and the observed variance and covariance are small enough to be due 

to sampling fluctuation. A model with a large chi-square may still be a good fit if the fit indices 

are high, as this measure is particularly dependent on sample size (Joreskog & Sorbom, 1989). It 

is desirable to have a significantly smaller chi-square for the specified model than for competing 

models. 

Recently, there has been increased attention on goodness-of-fit indices, and more than 

30 have been used in confirmatory factor analysis (MacKenzie et al., 1991). It has been shown, 

however, that many measures of fit are sensitive to sample size differences. Medsker, Williams, 

and Holahan (1994) recommend that the chi-square statistic be used with caution and that the 

Comparative Fit Index (CFI) and the Relative Noncentrality Index (RNI) may be most appropriate 

to determine the quality of fit of each model to the data. These indices involve a correction 

factor for the degrees of freedom by subtracting the relevant degrees of freedom from each chi 

square value used in the original Normed Fit Index (NFI). This accounts for the lower NFI 

resulting from models with a smaller sample size. The CFI ranges from 0 to I and is 

recommended when assessing the degree of fit of a single model. Evaluation of this index is 

somewhat subjective, however, as a heuristic; a value greater than .90 indicates a reasonably 

good model fit. The RNI may be most appropriate when comparing the fit of competing models, 

and the range is slightly different than the CFI, from -1 to 1. 



The quality of the model can be further assessed by the item t values and modification 

indices. Once the overall fit of the model has been examined, each model coefficient should be 

individually examined for degree of fit. By selecting a desired level of significance (usually p < 

.05, Bagozzi, Yi, & Phillips, 1991), the researcher can use the t values to test the null hypothesis 

that the true value of specified parameters is zero, and those items that are not significant may 

need to be deleted. 

Although the t values provide an estimate of fit for specified parameters, the 

modification indices provide information regarding unspecified parameters, or cross loadings, 

with a large modification index indicating that a parameter might also contribute explained 

variance to the model. Those items with indices of .05 or greater should be deleted and the 

analysis repeated. The results should then be examined with special attention to t values for all 

specified loadings. If all appropriate loadings are significant at p < .05 or less, and the 

magnitude of any inappropriate cross loadings as indicated by modification indices are 

relatively small, the researcher can be assured that the data fit the model quite well. 

Performing this model respecification should result in a smaller chi-square and larger goodness-

of-fit indices. Keeping in mind that the objective is to retain four to six items per scale, this 

analysis, in conjunction with an assessment of internal consistency, offers the opportunity to 

delete items that contribute less explained variance to the measure. (For an in-depth discussion 

of confirmatory factor analysis, see Byrne, 1989; Joreskog & Sorbom, 1989; Medsker et al., 

1994.) 

Summary 

Confirmatory factor analysis allows the researcher to quantitatively assess the quality of 

the factor structure providing further evidence of the construct validity of the new measure. It 

is still subject to the use of judgment, however, and thoroughly and clearly reporting 

confirmatory factor analyses is very important. Results should include at a minimum the chi-

square statistic, degrees of freedom, and the recommended goodness-of-fit indices used for 

each competing model. It may also be appropriate to report factor loadings and t values. If 

models are respecified based on t values and/or modification indices, this should also be 

reported, along with the final statistics. 

Step 5: Convergent/Discriminant Validity 

Up to this point, the researcher can be relatively assured that the new scales possess 

content validity and internal consistency reliability. Although the prescribed scale development 

process will build in a certain degree of construct validity, gathering further evidence of 

construct validity can be accomplished by examining the extent to which the scales correlate 

with other measures designed to assess similar constructs (convergent validity) and to which 

they do not correlate with dissimilar measures (discriminant validity). It would also be useful to 

examine relationships with other variables with which the measures would be expected to 



correlate (criterion-related validity). The data collected from the samples used in the previous 

analyses would now be put to use. 

Multitrait-Multimethod Matrix (MTMM) 

Convergent and discriminant validity are most commonly examined by using the MTMM 

developed by Campbell and Fiske (1959; Schmitt & Klimoski, 1991). Although the original 

MTMM guidelines have been criticized by a number of researchers for use of unrealistic 

assumptions and reliance on a qualitative assessment of comparisons of correlations (e.g., 

Bagozzi et al., 1991), they are still useful in determining convergent and discriminant validity 

(Hollenbeck, Klein, O’Leary, & Wright, 1989; Marsh & Hocevar, 1988). The data from the 

additional measures obtained during the original questionnaire administration are used at this 

stage. A matrix is obtained by correlating the newly developed scales with the other measures 

and by examining the magnitudes of correlations that are similar and dissimilar. 

Convergent validity is achieved when the correlations between measures of similar 

constructs using different methods, such as self-reported performance and performance 

evaluation data (monotrait-heteromethod), are “significantly different from zero and 

sufficiently large” (Campbell & Fiske, 1959, p. 82). Discriminant validity is achieved when three 

conditions are satisfied: First, when correlations between measures of the same construct with 

different methods (monotrait-heteromethod) are greater than correlations between different 

constructs measured with different methods (heterotrait-heteromethod); second, when 

correlations between the same construct using different methods (monotrait-heteromethod) 

are larger than correlations between different constructs measured with common methods 

(heterotrait- monomethod); and finally, when similar patterns of correlations exist in each of 

the matrices formed by the correlations of measures of different constructs obtained by the 

same methods (heterotrait-monomethod) and the correlations of different constructs obtained 

by different methods (heterotrait-heteromethod). (For an in-depth discussion of MTMM, see 

Schmitt & Stults, 1986.) 

Alternative Methods 

There have been several recent advances in techniques to assess convergent and 

discriminant validity. An analysis of variance approach has been developed to quantitatively 

analyze the MTMM data (Kavanagh, MacKinney, & Wolins, 1971). Factor analytical techniques 

also have been used to examine discriminant validity. For example, Grover (1991) used principal 

components analysis with multiple constructs to demonstrate discriminant validity. Becker and 

Vance (1993) have developed a refined model of the direct product approach to assess 

construct validity. Recent developments have been made in the use of confirmatory factor 

analysis for what Bagozzi et al. (1991) term “second-generation methods for approaching 

construct validity” (p. 429). The methodology is similar to that described in the confirmatory 

factor analysis section above, with the additional measures used in the analysis. Bagozzi et al. 

provide evidence that the use of confirmatory factor analysis in construct validation overcomes 



the weaknesses of the Campbell and Fiske (1959) technique by providing a quantitative 

assessment of convergent and discriminant validity, and they recommend its use in future 

research. This technique recently has been adopted by other researchers (e.g., Shore & Tetrick, 

1991) and may indeed eventually replace use of the MTMM. The use of the MTMM, however, 

has long been a well-accepted technique for establishing convergent and discriminant validity 

and should serve as a good starting point for establishing construct validity (Schmitt & Klimoski, 

1991; Schoenfeldt, 1984). 

Criterion-Related Validity 

The researcher should also examine relationships between the new measures and 

variables with which they could be hypothesized to relate to develop a nomological network 

and establish criterion-related validity (Cronbach & Meehl, 1955). These relationships should be 

based on existing theory and may be examined using correlation or regression analyses. If 

hypothesized relationships attain statistical significance, evidence of criterion-related validity is 

provided. Also, null relationships should exist where hypothesized, such as between the new 

scales and measures of social desirability (Crowne & Marlowe, 1964). 

Summary 

The demonstration of construct validity of a measure is the ultimate objective of the 

scale development (Cronbach & Meehl, 1955). Attempts to demonstrate discriminant, 

convergent, and criterion-related validity should be clearly and succinctly reported. 

Theoretically justified relationships between variables in the current study could provide 

evidence of concurrent validity of the new measure. Although discriminant and convergent 

validity can be demonstrated using the MTMM, it is recommended that one of the more 

recently developed factor analytical techniques be used for this purpose. 

Step 6: Replication 

It may be argued that, due to potential difficulties caused by common source/common 

method variance, it is inappropriate to use the same sample both for scale development and 

for assessing the psychometric properties of a new measure (e.g., Campbell, 1976). The factor 

analytical techniques that were used to develop the measures may result in factors that are 

sample specific and inclined toward high reliability (Krzystofiak et al., 1988). The use of an 

independent sample will enhance the generalizability of the new measures (Stone, 1978). It is 

also recommended that when items are added or deleted from a measure, the “new” scale 

should then be administered to another independent sample (Anderson & Gerbing, 1991; 

Schwab, 1980). The use of a new sample would also allow the application of the measure in a 

substantive test. It would now be necessary to collect another set of data from an appropriate 

sample and repeat the scale-testing process with the new scales. To avoid the common 

source/common method problem, it is recommended that data from sources other than the 

respondent, such as peers or superiors, be collected where possible to provide evidence for 

construct validity. The replication should include confirmatory factor analysis, assessment of 



internal consistency reliability, and convergent, discriminant, and criterion- related validity 

assessment. These analyses should provide the researcher with the confidence that the 

finalized measures possess reliability and validity and would be suitable for use in future 

research. 

Conclusion 

Scale development clearly involves a bit of art as well as a lot of science. Anyone who 

has gone through a process similar to that described above will understand the difficulty of 

developing sound measures. Use of a process similar to this has resulted in measures that 

appear to be psychometrically sound (e.g., Hinkin & Schriesheim, 1989; Kumar & Beyerlein, 

1991; MacKenzie et al., 1991). By carefully following the process outlined in this article, the 

researcher should end up with measures that are efficient and effective to use and also satisfy 

APA standards for psychometric adequacy. 
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